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TITLE OF THESIS:   Novel Methods for Registration of Binary Images 

A novel signal intensity independent  technique for two and three-dimensional image 
registration based on binary areas and lines was developed and tested using T1- , T2-
weighted Magnetic Resonance image, CT and SPECT studies of the head. The 3D 
method uses the fuzzy c-means classification algorithm for outlining the registrable areas  
and then minimizes iteratively the mean squared value of the voxel per voxel weighted 
ratio of the two trilinearly interpolated cubic voxel volumes. Numerous experiments were 
performed for 2D and 3D rigid registration using binary areas, for non rigid registration 
using an elastic model, for 2D registration using projective geometry with 1D lines, for 
3D registration using projective geometry with binary 2D areas, for hierarchical 
registration of MR , CT and SPECT images, for registration of reduced dimension images 
using the common cut registrable area. The experiments showed that: the method gives 
average accuracy better than 0.5 degrees and 0.5 voxels, does not converge to local 
minima, compares favorably to Mutual Information methods, it is not affected by noise 
and can be implemented as surface based, it minimizes interpolation for 2D registration 
using 1D projections, it is signal intensity independent, it can be implemented with 
reduced dimension line cut images.  
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CHAPTER I 

INTRODUCTION 

1.1  Medical image registration   

In the field of digital image processing, image registration is the process of using 

electronic hardware to geometrically align two images so that corresponding 

voxels/pixels can be superimposed on each other. The necessity of the image registration 

step can be assessed if you consider two images of the same subject taken under different 

imaging conditions in space and time. The adjustments needed to be made prior to the 

comparison of the two images are included in the image registration process. These 

adjustments comprise a set of image processing methods which include thresholding, 

segmentation, fuzzy classification, geometrical aligning in rigid and non rigid form. The 

dimension space of the adjustments could be 1D, 2D or 3D. The speed of the image 

registration algorithms defines the time variable related to the shape and volume of the 

object to be registered. There are several applications of image registration [1].  

Examples include remote sensing, medicine, cartography, and computer vision.  

 

In the medical field, image registration is used for diagnostic purposes when images of 

the same anatomical structure must be superimposed on each other. Medical  imaging  

modalities (Computed  Tomography,  Magnetic Resonance, Positron Emission 

Tomography, Single Photon Emission Computed Tomography) provide information that 

illustrates human brain anatomy and function. This information is often complementary 

and its correlative use can improve diagnostic accuracy. Registration methods are used 

for combining computer tomography (CT) and magnetic resonance imaging (MRI) data 

to obtain more complete information about the patient, for monitoring tumor growth, for 

treatment verification, for comparison of the patient’s data with anatomical atlases [1].   

Bone calcifications are seen best on CT images, while soft tissue structures are 

differentiated better by MR [2].  Registration  techniques   make   it possible  to 

superimpose  features from   one   image  study  over  those  of another  image  study  

from    a      different    modality.  These techniques  can  also   be  applied  to  studies  of 
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the   same  modality   taken   at   different  times  so  that  point-by-point  arithmetic 

operations such as image averaging, subtraction and correlation  can  be performed [3].  

In cases of mental diseases the registration techniques apply to patients under extreme 

stress where the single examination within the MR machine is not always feasible. The 

head of the patient even with the use of a mask is not always still during the examination. 

The medical staff has to choose the correct images or transfer the exam when the patient 

is tranquilized which is a source of fear.     

 

Image registration is often  a necessary procedure. It is used to merge images from 

different imaging modalities and different examination dates and therefore it is useful for 

diagnosis and assessment of disease progression or remission. Different imaging 

modalities provide complementary information and when the images are aligned and 

merged, this information is added to give a more clinically useful result. In another type 

of application the progression of a disease over time can be assessed by registering 

images of the same patient from two different examination dates. For example, after 

registration, measurements of a tumor growth can be made.  

 

According to Evans et al. [4],  image registration has found use  in the areas of: 

1) disease diagnosis  

2) longitudinal monitoring of disease progress or remission  

3) preoperative evaluation and neurosurgical planning   

4) image guided neurosurgery  

5) radiotherapy and radiosurgery treatment planning  

6) functional neuroanatomy of sensorimotor and cognitive processes  

7) morphometric analysis of neuroanatomic variability.      

 

 

For example, the merging of fine anatomic detail from MR images of the brain with 

functional PET images  allows the measurement of regional cerebral function [5].  

Likewise, MR and CT images describe complementary morphologic features.    
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In  recent  years  there  has  been a rapid growth of neurological applications of medical 

image registration with applications that address both diagnosis and therapy. Registration 

is progressively playing a larger role in image interpretation in many different 

procedures. 

 

In this thesis a novel approach to image registration based on binary image information 

drawn from medical images is presented. We have categorized the image registration 

methods and the categories are presented in the next section with various image 

registration criteria.  

1.2 Categories of image registration methods 

1.2.1 Categories based on theoretical criteria 

The majority of image registration methods are based on the use of a similarity/disparity 

criterion which, when the two images are brought to register, is maximized/minimized. 

Numerical analysis techniques are used to maximize/minimize the similarity/disparity 

criterion. There are many different criteria, with Mutual Information (MI) being the 

standard since it is quite accurate for rigid body registration and does not require any 

image segmentation prior to registration. 

Image registration is an active research field and in recent years image registration 

methods have evolved from the research setting, to being incorporated into clinically 

useful software tools [6].  The image registration methods can be in general divided into 

rigid and non-rigid. Rigid registration techniques adjust for rotations and translations only 

(six parameters for the 3D case). This is the case with rigid brain scans.  Non-rigid 

techniques assume a nonlinear transformation model and can adjust for image warping. 

Warping occurs usually due to the soft tissue deformations of the body organs between 

different scans [6].  Medical image registration techniques are also categorized according 

to the type of features they use for registration. Surface-based techniques rely on the 

characteristics of the surface of the registrable objects while volume-based techniques use 

the full volume information. West et al [7] define as volume-based “any technique which 

performs registration by making use of a relationship between voxel intensities within the 
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images and as surface-based, any technique which works by minimizing a distance 

measure between two corresponding surfaces in the images to be matched”. According to 

Slomka et al. [6] volume- or voxel-based techniques are more robust and accurate 

because they do not rely on the preprocessing of the images for being accurate. This is 

especially the case for the MI methods. These methods rely on maximizing the amount of 

information sharing between the two images to be registered.  According to Bardera [8] 

“MI methods have become a standard reference due to their accuracy and robustness.”  In 

Liao et al [9] surface matching and MI methods are compared and the conclusion is that 

the surface matching registration algorithms could be followed by a few iterations of a 

MI algorithm for better accuracy. Improvement of the standard MI algorithms is an active 

research field and the effort is to use a combined approach that does not rely on voxel 

values only, but incorporates geometrical or regional features for computation of the MI 

[8,10,11,12,13].    

  

The type of problem which is solved by the registration algorithm is another 

categorization criterion. The methods may be suitable for image-to-image space 

registration (3D-3D, 2D/3D) or physical to image space registration. 3D-3D methods 

register image volumes to image volumes (MR-MR, CT-MR, (positron emission 

tomography) PET-MR, Ultrasound-MR) [6,7,14]. 2D/3D registration techniques register, 

for example, one or more intraoperative X-ray projections of the patient and the 

preoperative 3D volume [15,16]. Physical to image space registration is similar to 2D/3D 

registration but may use interventional techniques like bone-implanted markers for 

patient to image registration [17].  

In this thesis we follow a novel approach to the medical image registration problem. We 

propose, test and compare to the standard MI methods a method which uses binary 

projections of the 2D or 3D images  for the computation of the registration function.   

 

Several methods for medical image registration have been proposed.  There are device- 

based methods and feature-based methods.  The device-based methods  use head-holding 

devices that keep the patient’s head at a fixed orientation and/or external fiducial markers 
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visible in both image sets.  The fiducial marker coordinates are used to estimate the 

geometric transformation that establishes a one-to-one mapping between the two image 

spaces.  These methods are non-automated, technically demanding and require a 

significant amount of effort at the time of each scan [18,19]. Furthermore they have been 

found  to  be  less  accurate  than  feature-based  techniques.  Strother et al. [20]   

compared  the accuracy of a fiducial marker system with the accuracy of feature-based 

techniques and reported that “it is not possible to fix the head accurately enough relative 

to external fiducial markers to obtain registration results as good as those obtained by 

non-fiducial techniques.”  

 

Feature-based methods  use  the  anatomic  information  inherent in the two image sets.   

These techniques follow a general methodology with four steps [39]: 

 a) extraction of features in each image 

 b) pairing of these features 

 c) choice of geometric transformation and estimation of its parameters 

 d) application of this transformation. 

 

Feature-based  techniques  do not  require any special procedures or devices at imaging 

time and may be applied retrospectively [18,19].  The extraction of the anatomic features 

can be performed either manually with the assistance of an expert user [21] or 

automatically. For example, in the interactive method developed by Kapouleas et al. [21], 

the user is asked to specify the interhemispheric fissure plane in three dimensions for 

both image volumes by specifying its endpoints in every axial MR section.  The planes 

are then used to align the image volumes.  The disadvantages of this method are  that it 

requires a large amount of time from the user (1 hour per registration case) and also that 

the registration accuracy is affected by the user’s performance. 

 

Three different  types of  automated feature-based techniques can be defined when they 

are classified according to the type of the anatomic features they use [22].  Correlation 

methods  make use of the voxel intensity distributions; the principal axes method  makes 
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use of the spatial moments of the three-dimensional volumes or surfaces; and the surface 

fitting  method  uses  the  anatomic    surfaces  in  the  two  image  volumes.    Automated 

registration methods can also be categorized according to their ability to perform cross-

modality image registration.  Correlation methods are not able to register image studies 

from different modalities because the signal intensity distributions differ.  Principal axes 

and surface fitting methods use the shape characteristics of the two image volumes that 

are not affected by the difference in signal intensity distributions and therefore these two 

methods are able to perform cross-modality registration.  

 

Another classification  criterion  is  the dimensionality of the registration problem. Two-

dimensional registration methods assume only in-plane displacements and adjust for one 

rotational and two translational parameters, whereas three-dimensional methods adjust 

for three rotational and three translational parameters.  For example, in the case of digital 

subtraction angiography, a major problem concerns the movements of the patient, which 

diminish the benefit of the subtraction procedure [23].  X-ray images capture in-plane 

motion and therefore the registration problem is two-dimensional.  On the other hand, the 

motion of the patient’s head inside the MR imaging machine is captured by the three-

dimensional imaging system and therefore the registration algorithms that deal with MR 

data are three-dimensional.    

 

The way that the geometric transformation parameters are estimated can also be used to 

discriminate registration methods.  The principal axes method gives a closed form 

solution to the registration problem, whereas the correlation and surface fitting methods 

solve the problem iteratively. 

 

 

 

1.2.2 2D/3D Image registration  

2D/3D registration is a special case of medical image registration which is of particular 

interest to surgeons. According to [15] “the 2D/3D registration can be a means to non-
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invasively register the patient to an image volume used for image-guided navigation by 

finding the best match between one or  more intra-operative X-ray projections of the 

patient and the preoperative 3-D volume”. Applications of 2D/3D registration are [15] 

radiotherapy planning and treatment verification, spinal surgery, hip replacement, 

neurointerventions and aortic stenting. 

 

With the help of 2D/3D registration methods surgical robots may be programmed using a 

pre-surgical 3D dataset and a set of intraoperative fluoroscopic X-ray images. In this 

way, there is no need for fiducial markers. Gueziec et al [25] use such an approach for 

CT-X-ray registration with the use of the bony anatomy for robot navigation. Specific 

applications for spinal surgery are presented by Kraats et al [15], Tomasevic et al [151], 

Penney et al [152], Russakov et al [26].  They use vertebrae bodies, spine segments or 

spine phantoms and register CT/MR volumes to intra-operative X-Ray images. 

 

In a neuroradiological context Vermandel et al [27] present a method for 2D/3D medical 

image registration which facilitates the use of Digital Subtraction Angiography (DSA) 

images for treatment and diagnosis. They report that their method can be used during the 

treatment of Aneurysms. Aneurysms, after their initial treatment have to be followed up 

for several years with the use of Magnetic Resonance Angiography(MRA)/DSA images. 

The matching procedure is usually “mental” but an automatic 2D/3D registration method 

would facilitate the matching and give a “more objective and more accurate monitoring 

of the pathology”. A similar imaging procedure with the use of MRA/DSA images is 

followed for the treatment planning of arteriovenous malformations. These images are 

obtained with a stereotactic frame. According to [27] 2D/3D registration could “enable to 

avoid the stereotactic X-ray examination by using the first DSA examination obtained 

during the diagnosis step”.  

 

A similar application of 2D/3D registration is presented by Byrne et al [28]. The only 

difference is that they register 3D DSA with 2D DSA images. 
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In a radiological context, Baert et al [29] use 2D/3D registration methods for guide wire 

display in endovascular interventions. They report that “during endovascular 

interventions, it is important for the radiologist to accurately know the 3D position of the 

guide wire at any time during the procedure”. The problem they try to solve with the 

2D/3D registration method is the establishment of the position of the guide wire relative 

to the 3D imaging system. They try two approaches in order to meet this goal. In both 

approaches they use a pre-calibrated motorized X-ray angiography system to get a 3D 

reconstruction of the vasculature immediately prior to the intervention. The guide wire is 

tracked in the biplanar fluoroscopic images and its position is reconstructed in 3D. The 

main difficulty is that “in order to produce a 3D reconstruction of the guide wire and 

relate it to the 3D coordinate system of the 3D vascular data, accurate knowledge of the 

C-arm geometry is required”. In the first approach the system geometry is estimated in a 

pre-calibration step that only has to be carried out once. The disadvantage of the method 

is that “to maintain the relation between the 3D vascular data and the projection images, 

the patient should be stabilized or tracked during the intervention.” In the second 

approach 2D/3D registration methods are used to relate the 3D vascular data to projection 

images. This is called image based calibration.  

 

A similar type of application in neurosurgery is presented by Mc Laughlin et al [30] and 

Masutany et al. [31]. According to [30] “the registration of 2D/3D data sets is important 

in minimally invasive neurointerventions, such as the coiling of brain aneurysms or 

glueing of arteriovenous malformations (AVM)”. During such interventions a catheter is 

guided through the brain vasculature using 2D X-ray images. In order to navigate and 

position the catheter accurately a pre-operative MRA 3D scan is registered to the 2D X-

ray images. Various methods for 2D/3D medical image registration exist. According to 

Kraats et al [15] they can be divided into feature based, signal intensity based, gradient 

based and hybrid. The results presented usually estimate the accuracy of the registration 

methods by comparing it with a gold standard. We will present a demo in order to show a 

3D medical imaging tool for manipulation of stereo and 3D medical images using 2D 

images. The main tool that will be presented is a head tracker for manipulation of 3D 
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medical images in mono or stereo mode that can be used by a surgeant or physician to 

take in a hands-free  way different mono or stereo views of volumetric medical image 

data. Two different kind of tools will be presented. The tools created by the Medical 

Image Processing Group of the University of Pennsylvania [32] are being distributed with 

the 3D Viewnix Medical Image Processing Software System and also the tools for stereo 

and 3D medical image processing written at the Information Processing Laboratory and 

incorporated in the 3DViewnix System using the X- Windows based libraries provided 

by MIPG. A short description of the tools presented is presented in chapter 4: (for tools 

provided by the MIPG some of the images and text are based on the 3DViewnix tutorial 

and user manual). 

1.2.3 Non Rigid Registration  

The non rigid registration approach deals with the warping met in images and cannot be 

faced with the translational and rotational adjustment of the rigid case. The methods are 

divided into parametric and non parametric [33]. The effort of the parametric methods is 

to reduce the number of degrees of freedom for the definition of the energy term of the 

registration problem. Instead of defining a displacement vector for each vector parametric 

methods define a set of basis functions (like B-Splines) which deal with the non rigid 

registration problem. The functions may have global or local support and define the 

limitations on the solution of the problem. The application of global models is more 

limited to the accuracy of the solution of the problem. Non parametric methods do not 

apply parametrization of the registration energy function. The registration function is 

continuous and a regularization term is applied at the model. In another approach called 

the demons method a low pass filter is applied to the displacement. This approach 

maintains better the information required after the registration is applied compared to 

global parametric methods.  In this thesis we will present a method for non-rigid 

registration using a local parametric method for binary images derived from warped 

medical images of the head. This is a result based approach which will show that the 

registration method is able to adjust for large non rigid transformations.  
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1.3 Our approach for image registration  

The necessity of image registration can be assessed if you consider images of the same 

subject taken under different imaging conditions in space and time. The adjustments 

needed to be made prior to the comparison of the two images are included in the image 

registration process. There are several applications of image registration. Examples 

include remote sensing, medicine, cartography, and computer vision.  

 

In medicine the information of images from different modalities is often complementary 

and its correlative use can improve diagnostic accuracy. With image registration it is 

possible to superimpose features imaged by studies from different modalities. In recent 

years there has been a rapid growth of neurological applications of medical image 

registration for both diagnosis and therapy. Image registration is an active research field 

and in recent years image registration methods have evolved from the research setting, to 

being incorporated into clinically useful software tools. As described in section 1.2 image 

registration methods can be categorized according to the : 

• Similarity function they use 

• Iterative or closed form solution 

• Rigid or Non Rigid 

• Type of feature used for registration  

• Type of problem solved with regards to dimensionality 

• Device based and feature based 

 

The goal of this work is to develop and test a registration solution that will be able to 

address different forms of the registration problem using a common registration logic. 

The common logic is to use a simple registration criterion which utilizes minimal 

information. Mutual information methods as they have been implemented in the State of 

the Art do not differentiate in application the quality of the information systems that 

should be used. High quality information applications must be imposed with Mutual 

Information in order to avoid war like solutions which can occur in hospitals in 

developing countries  in medical imaging. This is not always possible.  



 

 18 

 

We also implement  a novel  and easy to understand iteration loop which, in comparison 

to other minimization techniques, makes it easier to register images with less information 

used. In this context, the motivation is the need to produce a well engineered registration 

system of methods for 3D to 3D rigid body binary image based registration (volume and 

projection based), 2D/3D binary area based registration and non rigid body binary area 

based registration. By well engineered we mean that we will be able to address the main 

registration algorithm problems which are accuracy, convergence, time and comparisons 

with other methods. For accuracy  we want to research the  goodness of the  registration 

algorithm convergence criterion in relation to the accuracy desired and the data set used. 

We found that the method gives registration accuracy below 0.5 degrees and 0.5 voxels 

for rigid registration independent of the signal intensities information.  

 

For convergence in the case of binary projections the method converges to stable final 

positions independent of the initial misregistration. For time the method is generally fast. 

For example we are able  to find out how many iterations have to be taken for the 

registration algorithm to converge. The application of 2D registration using 1D xy 

projections to rectangular shapes is faster than Mutual Information methods. For medical 

images the method has similar time performance with the Mutual Information Methods 

but gives much less burden to the cpu for the computations. Compared to Mutual 

Information methods the method performs more accurate and robust for rigid registration 

and does not converge to local minima for rigid and non rigid registration.   

 

The Novel contributions of this thesis are: 

• We introduce a registration function which works efficiently with volumes, areas 

(large or small), rigidly or non rigidly, with 1D (lines) and 2D (area) projections. 

The weigthed ratio image criterion improved the Woods ratio registration 

criterion.  

• We introduce a Novel algorithm which iteratively deregisters and brings back into 

registration the images using the Chebyshev polynomial functions. The algorithm 
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improved in application the Powell or the simulated annealing method because it 

does not converge with local minima. Convergence in some types of registration 

problem is faster than mutual information methods. The method converges in 

rectangular frames of images faster than the mutual information method.  

• We use classification and segmentation methods in order to exploit the areas of 

image with greater information content. Concentrating on the areas of interest is 

an idea which comes from wavelet compression methods and makes the method 

more able to work with artifacts and noise.  

• Accuracy with the use of projections is better than Mutual Information methods. 

We have made comparisons with the Mutual Information method and found that 

the accuracy is better than 0,5 degrees and 0,5 voxels.  This result stands even 

with the use of reduced dimension images. We have applied the method 

hierarchically and with the use of reduced dimension images and we were able to 

maintain accuracy in a large number of experiments.   

• The volume based 3D registration method works efficiently with the presence of 

noise. This is because because the main information content which relates to the 

registration function is from the region of interest.  

• The area based technique has been applied for rigid and non rigid registration. In 

non rigid registration the order of the Chebyshev points computation can be 

changed locally is small local areas and give controlled registration results.  

• The method with 1D lines projections is faster than Mutual information for square 

and rectangular objects since only x and y projections are used. The method for 

medical images has improved the principal axes method.  

 

 

 

1.4 Overview of the thesis   
 The rest of this thesis presents 2D rigid registration of MR scans using binary areas, 3D 

registration using binary volumes, 2D registration using 1D binary projections, 3D 

registration of MR volumes using 2D binary projections, 2D registration of reduced 
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dimension images using 1D binary projections, 2D/3D alignment of stereoscopic images 

using a binary 2D area on the forehead, and non-rigid registration of binary area  images.  

 

In Chapter 2 we provide the theoretical literature aspects of the thesis. We have focused 

on the theory regarding the similarity functions which are used in order to solve the 

image registration problems. We are also presenting recent applications of image 

registration and the way they are implemented in everyday clinical practice.  

 

In Chapter 3 the algorithm for medical image registration with the use of binary images 

and volumes is presented. The chapter contains the description of the fuzzy classification 

algorithm, the logic of the registration function, the iteration loop and the protocols for 

the experiments in order to evaluate the accuracy.  

 

 In Chapter 4 we present the experimental results of the algorithm in Chapter 3. We have 

performed a large number of experiments and put the algorithm in the stress of testing 

with reduced resolution. We have also focused on the worst case results and found that 

the method is accurate within 1 degree and 1 voxel.  

 

 In Chapter 5 we present methods for registration with the use of binary 1D and 2D 

projections. Using 1D lines leaves the image information content intact. 2D projections 

prepare the algorithm for use with the 2D-3D registration type of problems.  

 

In Chapter 6 the technical description of the performance of the method when it is 

implemented in digitized radiography, hierarchically, non rigidly and with reduced 

dimension images  is presented. These are applications of various registration problems 

of the head and the knee in their initial form.  

 

Finally in Chapter 7 we present the conclusions and the discussion for future work.  
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CHAPTER 2 

THEORETICAL ASPECTS OF LITERATURE IN IMAGE 

REGISTRATION 

 

Medical  imaging  modalities (Computed  Tomography,  Magnetic Resonance, Positron 

Emission Tomography, Single Photon Emission Computed Tomography) provide 

information that illustrates human brain anatomy and function. This information is often 

complementary and its correlative use can improve diagnostic accuracy. For example, the 

merging of fine anatomic detail from MR images of the brain with functional PET images  

allows the measurement of regional cerebral function [5].  Likewise, MR and CT images 

describe complementary morphologic features.  Bone calcifications are seen best on CT 

images, while soft tissue structures are differentiated better by MR [2].   

 

Medical  image registration is the  procedure of geometrically  aligning  two   image  

volumes   so   that   voxels    representing     the     same  anatomical structure may be 

superimposed one on another [20]. Registration  techniques   make   it possible  to 

superimpose  features from   one   image  study  over  those  of another  image  study  

from    a      different    modality.  These techniques  can  also   be  applied  to  studies  of 

the   same  modality   taken   at   different  times  so  that  point-by-point  arithmetic 

operations such as image averaging, subtraction and correlation  can  be performed [3].      

 

The categorization of medical image registration methods has been presented in chapter 

1. The literature focuses on the solution of a wide range of problems for the solutions to 

be applied for 2d/3d, rigid, non rigid image registration. Most of the methods used are 

utilizing a registration function that will be used by the algorithm in order to bring the 

images into register. These methods are known as feature based techniques. The 

theoretical aspects that relate to the feature based techniques registration functions 

selection will be discussed in this chapter. The information content of the images and 

how can it be utilized and ranked is also a subject of the registration function selection 

procedure. Signal based methods use the full information content of the images but have 
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drawbacks with regards the reliability and the application to multimodal image 

registration. Surface based methods have significant merit mainly because of the high 

sophistication of the techniques but are viable to noise. The use of the joint histogram 

which is a binary image is giving the Mutual Information methods the ability to work 

with noisy images without classification.  

 

The rest  of  this chapter will provide an overview of the main existing automated, 

feature-based registration techniques.  The principles, the accuracy and the literature  

applications of the correlation, surface fitting, principal axes and mutual information 

methods will be presented.  

 

2.1  Correlation methods 

Correlation methods register medical images by maximizing a similarity or minimizing a 

disparity criterion between the images.  The similarity or disparity criterion used is  

signal intensity based, and it is maximized or minimized iteratively. Correlation methods 

are limited in their application because they require that the images be from the same 

modality. Some of the criteria proposed [23,34] require that the signal intensity 

distributions be exactly the same.  When this does not happen, signal intensity scaling is 

considered as an additional parameter to be adjusted within the iteration loop. A 

correlation criterion that was applied by Woods et al. [35,36] for MR-PET image 

registration is the ratio image uniformity criterion.  This application involves a 

preprocessing step during which the images are segmented to create the same types of 

anatomic regions and therefore the same signal intensity distributions.   Various criteria 

have been proposed in the literature.  The most important ones  are: 

 a)  Cross-correlation coefficient [37] 

 b)  Stochastic sign change [23,34] 

 c)  Maximum region overlap [38,39] 

 d)  Ratio image uniformity [35,36] 
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The methods that are based on correlation criteria is an active research field. In [40] the 

sum of absolute differences of the pixel signal intensity values is used for 2D/3D 

registration. 2D to 3D registration matches two dimensional images (generated artificially 

or using medical procedures like histological section images ) to three dimensional 

volume images (using MRI). Deformations due to tissue shift , breathing or heart motion 

make the problem non rigid and challenging. The authors [40]  use a graph approach with 

Markov Random Fields which register in plane the 2D image non rigidly and locate the 

plane that the 2D image corresponds in the 3D volume using a regularization term. The 

non rigid registration is performed using the sum of absolute differences similarity 

measure. The regularization term works by using the distances of points after imposing 

the co-planar constraint in order to maintain the form of the grid. The results for 

registrations show errors of less than 0.74 degrees and 1 mm.  

 

2.1.1 Cross-correlation coefficient 

The cross-correlation coefficient for two images A and B is given by  [37]: 

                                    r

i i

i

i i

ii

=
− −

− −

∑

∑∑

(A A)(B B)

(A A) B B)2 2(
                                            (2.1) 

where  i  is an index to the image A and image B  voxels and A, B   are the mean 

intensity values of the images over the whole voxel area.  Junck et al. [37] use this 

coefficient for two-dimensional alignment of PET scans. They show that the maximum 

location of the cross-correlation coefficient is the same as the maximum location of the 

cross-product coefficient A  Bi i
i

∑ .  Therefore they maximize the criterion by computing 

the cross-product value for the whole range of the geometric transformation parameters 

using steps of ∆ϑ =1degree for rotations and ∆ ∆χ = =y 1voxel for translations. To 

achieve better accuracy, they fit a quadratic function in ∆ ∆ ∆χ ϑ  ,  and y  to the cross-

product data and find its peak.  The peak  position is recalculated after each translational 

and rotational correction of one image relative to another.  The accuracy of the method is 

defined as the standard deviations of the transformation parameters among five different 
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levels of the patient’s head: 0.54 mm for x and y translations and 0.8 degrees for  xy 

plane rotation [37].     

 

2.1.2 Stochastic Sign Change 

The stochastic sign change criterion  proposed by Venot et al. [23]  is defined as “the 

number of sign changes in the sequence of the values of the difference image.”  In order 

to understand the rationale of the use of this similarity measure, consider two images 

A(i,j) and B(i,j) ,where i and j are the indexes to the image voxels as a two dimensional 

array, of the same object and the same modality that are registered to each other.  If we 

assume that the signal intensity distributions are identical, then the difference image 

D(i,j)=A(i,j)-B(i,j) will take values equal to the noise measurement differences. If we also 

consider the noise as additive, zero mean with a symmetric density function, then we find 

that the difference image values are either positive or negative and there are many sign 

changes in the sequence of D(i,j) because there is an equal probability of 0.5 for each sign 

+ or -. When the two images are not registered, the difference image takes values equal to 

the differences of the signal intensity distributions. These differences are greater than the 

noise measurement differences, and therefore the sign changes number reduces. The 

maximization of the number of sign changes can be performed iteratively using the 

Simplex optimization technique [34,41]. 

 

It  is obvious that  the  method  may  fail  when the signal intensity distributions are not  

strictly identical. Gerlot-Chiron and Bizais [38,39] reported that “computing the number 

of sign changes in the difference image corresponds to computing the number of 

registered pixels only if the expected difference is zero for these pixels.”  Venot et al. 

[23] and Herbin et al. [34] solved this problem by using  intensity scaling as an additional 

parameter to be adjusted by the method. 

 

The  Sign  Change  criterion  was   applied   by  Venot et al. [23]  for   two-dimensional  

translational adjustment of X-ray digitized images for improving the quality of 

subtraction  angiographic  images. It  was also applied by Herbin et al. [34] for  rotational 



 

 25 

and translational adjustment of digitized video medical images.  In both of these studies, 

no quantitative measure of the accuracy of the method is given. Results are given only for 

a few example registration cases.  In such a case of translational adjustment of x-ray 

images  presented  by  Venot et al. [23],  the Sign  Change  criterion  was compared to the  

Correlation Coefficient criterion and was found to be more accurate.  

 

2.1.3 Maximum Region Overlap 

The Maximum  Region  Overlap  criterion  was introduced by  Gerlot-Chiron and Bizais 

[38,39]. It aims at maximizing the overlap of the registrable areas in the two images.  The 

method is based on the idea that the histogram of the difference image exhibits a low 

signal-intensity peak caused by the registered voxels in the two images.  The shape of this 

peak is related to noise statistical properties.  The area of this peak becomes maximum 

when the two images are registered.  The algorithm aims at maximizing the peak area of 

the histogram, which is computed for all the possible values of  the geometric 

transformation parameters using a matched filter:                           

                               RO(p)= a(i) h(i + p)
i=-n

n

∑                                                                 (2.2) 

where a(i) is a Gaussian matched filter impulse response G(0,σ ), h is the histogram 

distribution of intensity in the difference image and p is the location of the peak of the 

registered voxels area of the histogram. The filter was chosen to be Gaussian because 

noise can be considered Gaussian in most medical imaging applications [38,39].  

 

According to Gerlot-Chiron and Bizais [38], the method can be considered as a 

generalization of the Sign Change criterion for the case that the signal-intensity 

distributions in the two  images are not identical. The method was used for two-

dimensional translational adjustment  of  lung scintigrams. In order to test the 

performance of the method, white and colored noise was added to the images.  The error 

was estimated as the difference of the  applied geometric transformation from the 

estimated one. The errors were zero for both cases of white and colored additive noise.  
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2.1.4 Ratio  image uniformity  

The  ratio  image uniformity  criterion was introduced by Woods et al. [35,36]. To align  

the two images, the algorithm calculates the ratio of one image to the other on a voxel-

by-voxel basis and then iteratively minimizes the variance of this ratio. The method is 

based on the ideal assumption that in the case that the images are registered, the values of 

the  voxels in one image, can result by multiplying the voxels in the other image with a 

constant  multiplicative factor.  When the images are not registered, the value of the 

multiplicative factor varies from voxel to voxel, creating a large variance of the ratio 

image values. 

 

The   method uses   an  iteration  loop based  on  derivatives to minimize the variance of 

the ratio image, which is defined as the registration function. With each iteration, the first 

partial derivative of the registration function with respect to each of the transformation 

parameters is calculated.  The parameter with the largest first partial derivative is 

adjusted. The second partial derivative with respect to the selected parameter is then used 

to estimate the value of the parameter at which the first partial derivative will be zero 

with the Newton-Raphson method [41]. This value is used in the next iteration.  

Convergence is reached when all of the first partial derivatives get values below a 

threshold value.  

 

The ratio image uniformity method was  applied  by Woods et  al. [35]  for  alignment  of 

functional PET three dimensional   images.  As mentioned  above,  a modified version of  

the algorithm [36] was applied for MR-PET registration. The investigators used the post-

registration distance of external fiducial markers as a measure of the positional errors 

resulting from the registration procedure. They reported that the positional errors are less 

than 1.745 mm for PET-PET registration and less than 3 mm for PET-MR registration.  

These results are verified by Strother et al. [20], who applied the method for MRI-MRI, 

PET-MRI and PET-PET registration.  They reported positional errors at the range of 1 

voxel.  
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2.2 Surface fitting method  

Surface matching methods register images by using the anatomic surface models of the  

two images.  The most important method in this category is the surface fitting method 

developed by Pelizzari et al. [22,42] at the University of Chicago. The method is referred 

to as the “head and hat” method because it fits a set of points (“hat”) extracted from 

contours in one image to a surface model (“head”) extracted from contours in the other 

image .  The surfaces are obtained by outlining contours on the slices of each image set, 

either manually  or by using a semiautomatic edge detection algorithm . The head surface 

model is generated by the image that covers the larger area of the head or by the image 

with the higher resolution if the coverage of the head is comparable.  The mean squared 

distance between the hat points and the head surface is minimized iteratively using a non-

linear least-squares search technique introduced by Powell [41]. The distance is 

computed between the hat point and the intersection point of the head surface and the line 

that connects the hat point with the centroid of the head surface. A linear interpolation 

step between the head surface contours is needed for the computation of the intersection 

point. The iteration loop adjusts for xy,yz,zx plane rotations, x,y,z axes translations and 

x,y,z axes linear scaling.  The algorithm allows operator intervention to prealign the 

surfaces to prevent the search from converging to a local minimum.  The problem of local 

minima is inherent in non-linear least-squares minimization techniques [41].   

 

The  method  was  applied by Pelizzari et al. [42] for registration of CT, MR, and PET 

images.  It was also modified to perform registration of image space to physical space 

[22]. This application involves the use of a digitizer that is able to acquire a three 

dimensional model of the patient’s skin surface. The skin surface model is then registered 

to the image generated surface. The surface fit method has been used also by several 

other groups [43,18,44,20] who tried to evaluate its accuracy.  Based on these studies the 

following points are of interest: 

• For registration of  MRI-PET images, the translational errors were found to be 

less  than  2 mm  in  each direction  and  the  rotational  errors  less  than  2  

degrees for each angle [18,44]. 
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• For  registration  of  MR  to   patient  surface, the positional error is in the range 

of 3-8 mm [22]. 

• Missing  data do not affect the accuracy of the method.  For brain coverage as low 

as 40%, the registration position error remained less than 2mms in each direction 

[43]. 

• The degree of initial misangulation does not affect the accuracy of the method 

[43]. 

• The  processing  time  is between  3 and 11 minutes, depending   on   the  number 

of iterations [43]. 

 

In [153] the surface fitting methods are reported as a preprocessing step for signal  

intensity based criteria.  

 

2.3 Principal axes method   

The  principal  axes  transformation  is  known  from the theory of rigid bodies.  A rigid 

body may be located using the position of  the center of its mass and the orientation of its 

principal axes with respect to its center of  mass [45]. The principal axes are the axes of 

symmetry of the rigid body and form an orthogonal coordinate system with origin the 

center of mass of the rigid body.  To register two images using the principal axes, the 

following steps are used [45]:    

 

Step 1: The  two  images are  segmented  and  the object surfaces are defined using an  

automated [46] or manual [43] segmentation scheme.  Two different implementations of 

the method exist.  One uses the full volumes for the computation of the principal axes 

transformation and the other uses only the surface outlines.   

 

Step 2: The  centers of mass of the two volumes or surfaces are computed for the two  

images to be registered using the formula:                                     

                                [x,y,z] = Mean[x,y,z]                                                                 (2.3) 
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where x,y,z are the integer coordinates of an image voxel that belongs to the signal area 

or to the surface outline, the symbol Mean indicates the arithmetic mean over the set of 

all voxels in each image volume or surface, and x,y,z  denote the coordinates of the 

center of mass.  

 

Step 3:  The centers of both  volumes  or  surfaces are  translated to  the origin of the 

center of mass coordinate system using the translational adjustment formula: 

                                   [x' ,y' ,z' ] = [x,y,z] - [x,y,z]                                                      (2.4) 

 

Step 4:  The moments and products of inertia are computed as: 

                                    [ , , ] , , ]I I I Mean[x' y' z'xx yy zz
2 2 2=                                             (2.5) 

                                     [I , I , I Mean[x' y' ,x' z' ,y' z' ]xy xz yz ] =                                         (2.6) 

and the inertia matrix for each of the volumes or surfaces is formed as: 
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                                                                 (2.7) 

with       I I  ,  I = I  ,  I = I  xy yx yz zy xz zx= .  

 

Step 5:  The  inertia matrices  I1,2   for  the  two volumes or surfaces are expressed as a  

similarity transformation: 

                                       I S Si = i i
T I   with i = 1,2                                                    (2.8)                          

where I represents the inertia matrix as it is computed in the principal axes coordinate  

system and the rotation matrix S i  is the matrix of eigencolumns determined from  I i . 

 

Step 6: Rotational  adjustment  is  performed using the rotation matrix S  S1 2
T  and the  

rotation formula: 

                                    I  =  S  S  I  S  S2 2 1
T

1 1 2
T                                                           (2.9) 
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The principal axes method  has  been used  by various research groups, with  variable 

results.  Alpert et al. [45] used the method for three-dimensional alignment of MR data of 

the brain. They estimate the rotational or translational errors as the difference of the 

applied transformation parameter to the computed one. They reported that when the full 

volumes are used for the computation of the principal axes transformation, the rotational 

errors are less than 0.5 degrees and the translational errors less than 0.1 mm.  When the 

surfaces are used, the errors are three to six times greater.  Slomka et al. [46] used this 

method for three-dimensional  alignment of  SPECT image volumes of the heart. Their 

method failed to produce good rotational accuracy and they advise that it should be used 

as a preprocessing step to a more robust registration scheme.  Toga and Banerjee [3] 

compared the accuracy of the method to the cross-correlation coefficient for two-

dimensional registration of SPECT image scans of the brain and reported that the 

principal axes method often resulted in poor accuracy compared to cross-correlation 

based methods.  They  also  reported that when  the  initial rotational error is more than 

90 degrees,  the  method  tends  to  register  the images with 180 degrees rotational 

mismatch. Rusinek et al. [43] compared the performance of the method with the surface 

fitting algorithm for three-dimensional registration of MR images of the head.  That 

group used the post registration distance of external fiducial markers as a measure of 

positional error and  reported that the average errors are 1.3 mm for implementation of 

the method using full volumes and 4.7 mm for implementation of the method using 

surface outlines.  These errors are 4 to 12 times greater than the errors produced by the 

surface fitting algorithm.  In the same study it was shown that the principal axes 

algorithm tends to produce large rotational errors for missing brain data and that the 

accuracy diminishes with larger initial misangulations.  The advantages of the method are 

its simplicity and its speed.  
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2.4  Mutual Information  

Mutual Information for medical image registration is presented in [47]. It is a measure of 

registration based on entropy. Entropy is the measure of uncertainty of a message in a 

communication channel. Mutual information is based on the fact that when two images 

are registered the joint histogram shows clusters of overlapping similar intensities with 

sharp edges. The joint histogram binary image is used for extraction of the mutual 

information theory measure which is the reduction of the uncertainty of image B when 

the image A is known and they are aligned. Maximization of mutual information  occurrs 

when the images are aligned to each other. Mutual information has the following 

properties:  

• It is symmetric. Registering A to B is the same with registering B to A.  

• The information that an image A contains about itself is equal to the information 

(entropy) of image A.  

• The information the images contain about each other can never be greater than the 

information in the images themselves.  

• The uncertainty about A cannot be increased by learning about B.  

• When A and B are not in any way related , no knowledge is gained about one 

image when the other is given.  

 

Mutual information can be equivalently expressed as: 

A)|H(B-B)|H(A-B)H(A,             

B)H(A,-H(B)H(A)             

A)|H(B -H(B)             

B)|H(A-H(A)= B)I(A;

=

+=

=
         (2.10) 

 

Where H(A)  and H(B) are the marginal entropies, H(A|B) and H(B|A) are 

the conditional entropies, and H(A,B) is the joint entropy of A and B. Normalized 

variants of the mutual information I are provided by the coefficients:  

             
B)/H(A)I(A;C

B)/H(B)I(A; = C

BA

AB

=
                        (2.11) 
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The Mutual Information method is used currently for rigid and non rigid registration. In  

[48] Mutual Information is the choice of preference for multimodal image registration. 

The computation of Mutual Information is reported as  time consuming and as 

converging to local maxima. The computation of MI is based on the computation of the 

joint histogram which is computationally expensive. Hierarchical methods at 3 

resolutions are used for the computation of the joint histogram. The paper proposes the 

varying sampling of the histogram with higher resolutions at areas of the image with 

higher information content. The convergence algorithm is based in an away to close stage 

approach with Powell method for the first  stages and simulated annealing for the final 

stages. Simmulated annealing is computationally expensive for the whole registration 

procedure. It takes a lot of time to avoid  local maxima. It is based on the heating and 

controlled cooling of the probability variables. It is a method for avoidance of local 

defects in the algorithm. Three dimensional CT, MR and PET images are used for 

registration examples with accuracy within the range of 1 voxel. The experiments were 

performed at Vanderbilt University.  

 

The method is implemented in parallel for non rigid registration. In [49] non rigid image 

registration is solved using an elastic model of the object which is imaged. The model 

includes a regularization term which assures for the smoothness of the transformation of 

the final solution. The solution of the non rigid problem is performed with the solution of 

a partial differential equation with the finite elements method. The problem is scalable 

with respect to the number of variables that can be processed by the computer in order to 

produce the final solution. The authors agglomerate the solution of the problem by 

dividing the image matrix into sub-matrixes and processing each sub-matrix on a 

different processor. They impose rigidity on sub-matrixes that image bone and other rigid 

structure reducing the problem into areas that contain non rigid structures. The parallel 

method is called the total – FETI method.   

 

Mutual Information belongs in the class of methods that use probability models. In [50]  

probabilistic methods are used for non rigid registration and longitudinal testing of 
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Alzheimer Disease patients. The approach of the author is data driven and introduces the 

reader in the notion of regularization for non rigid registration. The setup is the doctor 

collecting data with  the elderly patient being inside the MR machine. The model created 

applies regularization of the data collected using a registration prior and taking into 

account the noise model. Smoothing filtering is also applied to alleviate the artifacts from 

the data collection. The study of Alzheimer’s disease is longitudinal with time and the 

author has developed tests to classify  the healthy and the diseased subjects. In a more 

region specific study ensembles of areas that are affected by the disease are studied in 

order to decide the tissue changes of specific brain areas over time.  

 

2.5 Survey of medical image registration  

A survey of medical image registration methods is presented in [51]. There are 3 main 

components in image registration techniques. Other than the similarity function the 

transformation, and the optimization steps characterize the image registration technique. 

There are several types of transformation [52-56] that are used in image registration. 

These are rigid [57], affine [58], projective [59] , curved [60] and non rigid [61].  For non 

rigid registration,  B splines [62] with local support are used usually with models of 

elastic registration. The elastic deformable  model [63-67] guarantees the promptness of 

the solution. The optimization procedures used are the downhill simplex method [68], the 

Powell’s direction set method [69] and first derivative based methods such as conjugate 

gradient [70] and Levenberg-Marquardt method [71]. Multi scale and multiresolution 

optimization techniques give a faster and more robust convergence toward the solution. 

Custom made techniques which have the characteristic of fast multiscale convergence are 

also acceptable.  

 

The registration techniques are also divided to monomodal  and multi modal.  

Monomodal techniques refer to one imaging modality (e.g only MRI) whereas 

multimodal to registration of MR to CT and generally to registration of images from 

different modalities.Another categorization refers to intersubject and intrasubject 
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registration methods. The intersubject methods use data from different patients (including 

Atlas based methods [72-78]) whereas intrasubject methods use methods from the same 

patient over time.   

 

The registration methods are also divided according to the part of the body which is 

registered. There are methods for the head [79-83] , the brain [84-88] , the retina [89-93], 

dental [94-98], the thorax ( breast  and cardiac) [99-103] the abdomen [104-106] , the 

liver [107-109], the kidney [110-112], the prostate [113-115], the spine and the vertebrae 

[116-119] and the limbs [120-122].  

 

2.6 Conclusions  

Medical image registration literature focuses on the solution of a wide range of problems 

for the solution to be applied for 2D/3D, rigid, non rigid image registration. We have 

presented the main categories of feature based techniques.  

 

Correlation methods register medical images by maximizing a similarity or minimizing a 

disparity criterion between images. The similarity or disparity criterion used is signal 

intensity based , and it is maximized or minimized iteratively. The methods that are based 

on correlative criteria is an active research field.   The cross correlation techniques use 

signal intensities have been reported to work well with monomodality image registration 

but the have recently incorporated in the solution of 2D to 3D registration, rigid and non 

rigid problems. The errors reported are less than 0.74degrees and 1mm. The ratio image 

uniformity criterion was introduced by Woods et al [35,36]. To align the two images , the 

algorithm calculates the ratio of one image to the other on a voxel per voxel basis and 

then iteratively minimizes the variance of this ratio. The method is based on the ideal 

assumption that in the case that the images are registered, the values of the voxels in one 

image , can result by multiplying the voxels in the other image with a constant 

multiplicative factor.  
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Surface matching methods register images by using the anatomic surface models of the 

two images. The surface matching methods have a high degree of sophistication but due 

to the sensitivity to noise they have been reported to work as preprocessing step to signal 

intensity based methods.  

 

The principal axes transformation is known from the theory of rigid bodies. A rigid body 

may be located using the position of the center of its mass and the orientation of its 

principal axes with respect to its center of mass [45]. The principal axes method is simple 

and fast and for this reason the are presented as a method of reference. They also have the 

characteristic of using axes as means of registration which is similar with the 1D 

projections used for the 2D registration in this thesis.  

 

The Mutual Information is a measure of registration based on Entropy. Mutual 

Information is based on the fact that when two images are registered the joint histogram 

shows clusters of overlapping similar intensities with sharp edges. The Mutual 

Information method is in the general class of probabilistic models based methods and are 

used for rigid, non rigid and 2D to 3D registration. They have been implemented in 

parallel for non rigid registration.  

 

In the next sections we will present the main characteristics of the method presented in 

this thesis. The method has been originally developed using the idea of the amplifier on 

the ratio image in order to enhance the ratios between signal and background voxels. It 

exploits both edges like the case of Mutual Information with the joint histogram and areas 

or volumes.    

For the programming of this new method we are following the implementation of the 

Woods [35,36] ratio image registration criterion. This criterion is considered the 

predecessor of the Mutual Information methods. We set the ratios  between the signal and 

background pixels or voxels to a standard infinite like value and we programmed the area 

based  binary methods which can be found in Chapter 3 and 4. We use lines for projective 

geometry of ratios and we improved the principal axes method and got better results in 
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accuracy comparing to the Mutual Information method (Chapter  5). We cat the images at 

levels of straight lines (Woods is also providing curved cuts) and we managed to 

maintain the accuracy (as seen in Chapter 6). We have also programmed and tested a 

custom made iteration loop which works well in multiresolutions(Chapter 6).  
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CHAPTER III 

NOVEL APPROACH TO MEDICAL IMAGE REGISTRATION 

USING BINARY AREAS AND VOLUMES 

 

As described previously, two different approaches to the solution of the problem of 

medical image registration exist: the iterative approach represented by the  correlation, 

mutual information and surface matching methods and the analytic approach represented 

by the principal axes method.  The subject of this thesis is the development of a new 

iterative method for two and three-dimensional image registration.  The method that will 

be presented in this chapter is based on the weighted ratio image criterio. The ratio image 

criterion was originally presented by Woods et al [35,36] and is considered a reference 

method in medical image registration. We are implementing the criterion in a novel way 

and the first change we have made is to set the ratios  between signal and background 

voxels to a standard high value. This approach creates binary areas in the ratio image 

which are used for registration, improving the performance of the method for rigid 

registration. As Chapter III will show, with the modifications made to the criterion 

together and the new way that it is minimized, the method can no longer be characterized 

as correlational. In medical image registration research in order to produce a method you 

need to invent a registration function and program a literature or custom made iteration 

loop. According to [1] evaluating the accuracy by deregistering and then registering with 

known parameters is a valid research method. We have programmed a custom based 

iteration loop and applied  experiment protocols to test the accuracy of the method in 

multiple experiments. A total of 200 two-dimensional  and  240  three-dimensional  

registration experiments were performed using patient data from the database of the 

Cleveland Clinic Foundation.  The purpose of this chapter is to present the algorithm 

used for these experiments. We will present the processing steps, the classification and 

interpolation methods, the registration function, the iteration loop and the protocol for the 

experiments.  
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3.1  Processing steps of the method  

To   register  two  three-dimensional  studies,  the  method  uses the following  processing 

steps: 

 

A.Fuzzy c-means classification  

Each  of  the scans  of  the two studies is classified with the use of the fuzzy c-means  

classification algorithm as  presented by Bezdek et al. [123].  Three clusters are used and 

a threshold for each scan is computed by taking the mean value of the centers of the two 

lowest  clusters.  This threshold is  the value that separates the signal from the 

background area for each scan.  The lowest of all the thresholds computed for each study 

is considered  the global threshold for this study.  No thresholding operation is performed 

at this point. 

 

B. Interpolation 

The  two studies  are  interpolated  using  a  trilinear interpolation routine  to create the  

cubic voxel volumes.  This step is necessary because of the different resolution in the xy 

plane and the z axis  used in the acquisition of three-dimensional medical image data.   

 

C. Threshold Comparison  

All  the voxel  values  of the two volumes are compared to the global thresholds.   

Voxels that have signal intensities lower than the corresponding global threshold are set 

to zero.  

 

D. Iteration loop –Minimization of registration function  

Finally,  an iteration  loop  based  on Chebyshev’s approximation  theory [41] is used  to 

minimize the registration function, which is defined as the mean squared value of the 

average weighted ratio 
~
R  of the two volumes: 

              ( )2~
RE      with    







 += )()(*
2

1~

A

B
weighted

B

A
weightedR                             (3.1) 
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where A and B are the two volumes.  The ratios of the two volumes are computed on a 

voxel per voxel basis and weighting is  performed  by  setting  the  voxel  ratios with 

background  voxels  in  the  denominator  to  a  standard high value.  All the other voxel 

ratios are not affected and generally have low values. 

In the next sections  of  this  chapter, the basic theory and formulas relating to the steps 

outlined above will be presented in detail.  A block diagram of the registration method is 

shown in figure 1. 

 

3.2  Fuzzy c-means classification 

The  fuzzy c-means  classification   algorithm  has  been  used  in  this   thesis   for   the  

computation of the thresholds that define the surfaces in the two studies to be registered.  

The choice of this classification method was based on the results presented by Bezdek et 

al. [123] and Hall et al. [124], who applied the algorithm to T1 weighted and T2 weighted  

MRI technique images.  The algorithm for the implementation of this classification 

method is also presented in [123] and is briefly outlined below. 

 

The purpose of the fuzzy c-means algorithm is to compute, for a given  data set x[1...n], 

the optimal values of the centers V[1...c] of c clusters, by using the c fuzzy memberships  

assigned to each data element u[1...n,1...c] and by minimizing the fuzzy within-groups 

sum-of-squared-errors function, which is defined as: 

                   J(u,x)= ])[],[(]),[(
1 1

iVkxDkiu
n

k

c

i

m∑∑
= =

                                                       (3.2) 

where  D can be considered as the Euclidean distance of the data element x[k] from the 

center   V[i]  and  m  is  a  weighting  exponent  on each fuzzy membership. According to  

Bezdek and colleagues[51], J(u,x) can be minimized if and only if: 
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 Figure 1: Block diagram of the registration algorithm. The four processing steps, fuzzy 

c-means classification, interpolation, thresholding and the registration function 

minimization loop are seen in this diagram.  
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The minimization can be  performed using  the following steps : 

 

Step 1:  Initialize the number of clusters c, the fuzzy memberships array  u[1...n,1...c], the 

weighting exponent m>1, the maximum number of iterations T and the error tolerance 

e>0. For this thesis the number of clusters is provided by the user; the membership array 

is initialized with crisp memberships so  that each voxel has one of the c memberships 

equal to 1 and all the others equal to zero, m  is  set to 1.1, T to 100 and e to 1.  

 

Step 2: Compute the initial values of the c cluster  centers using (3.4). 

 

Step 3: For t=1,2,...T, compute memberships using (3.3) and update the cluster centers 

array  V t 1+  using  (3.4). 

 

Step 4: Compute E t = ),( t1t VVD +   

Step 5: If  E t < e stop , else next t. 

 

The generalization of this algorithm assigns vectors instead of arithmetic values to each 

voxel and it was used by Bezdek’s group for classifying MR images using both T1 and 

T2 imaging sequences. 

 

For the application of the algorithm in this thesis, a hierarchical form of the algorithm 

was  programmed in C  and implemented.   In   this   implementation   the   user   is   able  

to apply the algorithm hierarchically  to analyze further the highest  cluster.  For example, 
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if the user chooses two levels of hierarchy with two and three clusters for each level, then  

the fuzzy c-means with two clusters will first be applied to all the voxels of the image and 

then the voxels that belong to the defuzzified highest cluster will be further analyzed with 

three clusters.  Defuzzification is performed by using the mid distance of the centers of  

sequential clusters as a threshold.  When one level of hierarchy is used, the method is 

equivalent to the fuzzy c-means algorithm as presented in [123].  An example application 

of the fuzzy c-means to a proton density MR scan is shown in figure 2.  The left image is 

the original MR scan, the center image is the c-means classified and defuzzified scan 

with one level and three clusters, and the right image is the c-means classified and 

defuzzified scan with one level and 7 clusters.  

 

 

 

Figure 2: Application of the fuzzy c-means to an MR scan. Left (a): the original scan. 

Center (b): the c-means classified and defuzzified scan with c=3. Right (c): the c-means 

classified and defuzzified scan with c=7. 

 

3.3  Trilinear interpolation 

The second step of the registration method is to create the cubic voxel volumes using a 

trilinear interpolation routine.  The formulas used for trilinear interpolation were based on 

the bilinear interpolation formulas presented in [124]. The interpolation procedure is as 

follows (we use the algorithmic formulation as it has been implemented with C 

programming): 

 

(a) (b) (c) 
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Let’s  consider  a  three-dimensional  study  with  size   LxMxN  voxels   and voxel size 

XsxYsxZs mm with Xs=Ys < Zs and L=M. The interpolation parameters along the three 

dimensions will be X_interp=1, Y_interp=1, Z_interp=Zs/Xs. The interpolated cubic 

voxel volume resulting from this study will have a size of  LnewxMnewxNnew with 

Lnew=L*X_interp, Mnew=M*Y_interp, Nnew=N*Z_interp. For each voxel 

(xnew,ynew,znew)  in this volume, a signal intensity value G is computed using the 

formula: 

       G(x,y,z)=a*x+b*y+c*z+d*x*y+e*x*z+f*y*z+g*x*y*z+h                                    (3.5) 

with x=xnew/X_interp, y=ynew/Y_interp, z=znew/Z_interp. The parameters 

a,b,c,d,e,f,g,h are computed by using the signal intensities G1-G8 of the eight voxels of 

the original study that form a cube around the (x,y,z) point.  So if xint=(int)x, yint=(int)y 

and zint=(int)z, we have the system of 8 equations with eight unknowns a-h: 

                                      G1=G(xint,yint,zint)                                                             (3.6) 

                                      G2=G(xint+1,yint,zint)                                                         (3.7) 

                                      G3=G(xint,yint+1,zint)                                                         (3.8) 

                                      G4=G(xint+1,yint+1,zint)                                                     (3.9) 

                                      G5=G(xint,yint,zint+1)                                                       (3.10) 

                                      G6=G(xint+1,yint,zint+1)                                                   (3.11) 

                                      G7=G(xint,yint+1,zint+1)                                                   (3.12) 

                                      G8=G(xint+1,yint+1,zint+1)                                               (3.13) 

The solution of this system gives: 

                                      g=A+B+F-(C+D+E)                                                           (3.14)                 

                                      d=C-(A+B)-g*zint                                                              (3.15) 

                                      f=E-B-g                                                                              (3.16) 

                                      e=D-A-g                                                                             (3.17) 

                                      a=A-d*yint-e*zint-g*yint*zint                                            (3.18) 

                                      b=B-d*xint-f*zint-g*xint*zint                                             (3.19) 

                                      c=H-e*xint-f*yint-g*xint*yint                                             (3.20) 

                         h=G1-a*xint-b*yint-c*zint-d*xint*yint-e*xint*zint-f* 

                                        yint*zint-g*xint*yint*zint                                              (3.21) 
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with : 

        A=G2-G1, B=G3-G1, C=G4-G1, D=G6-G5, E=G7-G5, F=G8-G5, H=G5-G1     

 

Figure 3   shows  the  surface  rendering  of a  trilinearly interpolated  MR volume with  

interpolation parameters 1:1 along the x and y axes and 5:0.9 along the z axis. 

 

                

 

               

 

Figure 3: Surface rendering of a trilinearly interpolated cubic voxel volume. Interpolation 

parameters are 1:1 along the x and y axes and 5:0.9 along the z axis. 

 

3.4  Registration function - Iteration loop 

As  mentioned previously, the registration algorithm aims at minimizing the mean 

squared value of the average weighted ratio of the two images.  The way that the  

registration function is computed and minimized will be presented now in greater detail.   

 

Consider two three-dimensional  digital images ],,[ kjiA  and  ],,[ kjiB  with  i:1...L, 

j:1...M, k:1...N.  Using these images two ratios can be defined, the ratio 1R  of  image A to 

image B with 
],,[

],,[
],,[1

kjiB

kjiA
kjiR =    and the ratio 2R  of image B to image A with 
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],,[

],,[
],,[2

kjiA

kjiB
kjiR = .  Let’s define now as S an LxMxN image that results from A or B 

by keeping  nonzero values only for the signal voxels and as G an LxMxN image that 

results from A or B by keeping  nonzero values only for background voxels whose 

intensities are due to noise.  The following equations stand ∀  i:1...L, j:1...M, k:1...N:  

                                            0],,[0],,[ =⇔≠ kjiGkjiS                                        (3.22)  

                                            ],,[],,[],,[ kjiGkjiSkjiA AA +=                                    (3.23) 

                                            ],,[],,[],,[ kjiGkjiSkjiB BB +=                                    (3.24) 

                                            
],,[],,[

],,[],,[
],,[1

kjiGkjiS

kjiGkjiS
kjiR

BB

AA

+
+

=                                   (3.25) 

                                            
],,[],,[

],,[],,[
],,[2

kjiGkjiS

kjiGkjiS
kjiR

AA

BB

+
+

=                                   (3.26) 

 

The weighted ratios 1

~
R  and 2

~
R  can now be  defined as: 

                                                      

                                
~
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∀  i:1...L, j:1...M, k:1...N   where C  is a constant ratio with an amplified standard high 

value. 
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The  function  that  is minimized  iteratively  is  the  mean squared  value   of  the  mean 

weighted ratio, that is : 

       )
~

( 2RE  with  
2

],,[
~

],,[
~

],,[
~ 21 kjiRkjiR

kjiR
+

=   ∀  i:1...L, j:1...M, k:1...N           (2.29) 

  

Figure  4  illustrates the  meaning  of  the above relationships.  The first row shows two  

MR  scans that are rotated to each other by 30 degrees.  The second row left shows the 

two scans superimposed on each other  and  the second line right gives a   mapping  of  

the different types of areas that can be found in the mean weighted ratio image  R
~

.  In the 

white area, the weighted ratios 1

~
R  and  2

~
R   are computed using signal voxels only, 

whereas in the gray area, one of the  ratios is computed using background voxels in the 

denominator and  this ratio is set to a standard high value.  It is obvious that the gray area 

does not exist for the correct registration position.  For this position, the registration 

function gets its minimum value.   

 

The iteration loop used for the minimization of the registration function is programmed 

with the following rules: 

 

1.One of the six possible geometric transformation parameters (three rotations around the 

three axes and three translations along the three axes) is adjusted with each iteration.   For 

the  testing  performed  for  this  thesis, the  order  was  set  to be  the  rotations  first,  

followed by the translations.  The reason for this order selection is that the centroid 

registration of the two volumes could be considered as a first step of the registration 

method.  This step was omitted, so that the translational displacements imposed can be 

considered  errors from the centroid registration procedure.     

 

2. One of the two volumes is defined as the reference volume and the other as the reslice 

volume, which is to be aligned to the reference.  Since the registration function is 

symmetric, the choice of the reference volume affects only the sign of the final 

adjustment values computed by the method.  
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Figure 4:  Illustration of the different image areas used by the algorithm for the 

computation of the registration function. First row left  and right : two scans (a) and (b) 

rotated to each other by 30 degrees. Second row left (c) and right (d): The two scans 

when superimposed give two different types of area. In the white area the registration 

function is computed with the use of signal voxels only, whereas in the gray area both 

signal and background voxels are used. 

 

 

 

 

(a) (b) 

(c) (d) 
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3.  For each iteration the registration function is computed for n=4 Chebyshev points per 

36 transformation units.  The transformation units are degrees for rotations and voxels for 

translations.  The Chebyssev points used are[24] : 
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For all  other points in the range of the 36 transformation units, the registration function 

is approximated using the Chebyshev approximation formula:     

                                                0
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 )(xTk  is the Chebyshev polynomial of degree k and is given by the explicit formula: 

                                                ))arccos(cos()( xkxTk =                                           (3.32) 

which can be given explicitly in a polynomial form as [41]: 

                                                  1)(0 =xT                                                                 (3.33) 

                                                  xxT =)(1                                                                (3.34) 

                                                  12)( 2
2 −= xxT                                                       (3.35) 

                                                  xxxT 34)( 3
3 −=                                                     (3.36) 

                                                  188)( 24
4 +−= xxxT                                              (3.37) 

                                                               ... 

                                                )()(2)( 11 xTxxTxT nnn −+ −=       n≥1                         (3.38) 

The coefficients kc  are the Chebyshev coefficients and are defined by  

                                         ∑
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=
n

l

lklk xTxf
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c
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)()(
2

    k=0,...,n-1                                  (3.39)   

where lx    are the Chebyshev points. 

The minimum of the approximated registration  function is considered as the adjustment 

value for the geometric transformation parameter.  
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4. A transformation  parameter  is  determined  to  have converged when it completes two 

iterations that give adjustment values less than one transformation unit.   

 

5. A  maximum  number of  eight iterations per transformation parameter is allowed.  If 

the parameter has not converged after eight iterations, the adjustment value is considered 

to be the average of the adjustment values given by the seventh and eighth iteration.  In 

this study  we found that in all the cases of non-convergence, the adjustment values 

oscillated around the correct registration position with amplitudes greater than one 

transformation unit.  

 

The  results   from   the   application   of   the   above    algorithm  will be presented in the 

next chapters.                           

 

3.5  Protocol for 2D experiments - “20 displacement” technique 

The   MR  data   used  came from 10 different patients with various diseases.  The data  

had the following characteristics: 

• The   patients  had    repetitive   MR    examination   at   two    different   times.  

The examination data can be found in Appendix A. 

• For each time, T1- and T2-weighted axial interleaved studies that corresponded to 

the same position of the patient’s head were performed. 

• All the studies had 19 scans. 

• All the studies had xy-plane resolution of 0.9 mm and z-axis resolution of 5 mm. 

 

Using  this data, a  total  of   200  two-dimensional experiments for alignment of a T2 to a 

T1 axial scan were performed using the algorithm described in sections 3.1 to 3.4.  These 

experiments will be referred to as “20 displacement” experiments and were conducted 

according  to the following rules: 

 

a)  In order to avoid being data per patient specific, for   each   patient   the  tenth  scan of 

each of the T1 and T2  studies  of the first examination time  were used. 
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b)  The  T1  scan  was  used  as  the  reference scan.  The T2 scan was considered  the 

reslice scan. The latter was rotated and translated using a standard set of 20 two-

dimensional geometric transformations and then registered to the reference scan,  giving 

20 registration experiments per patient.  The geometric transformations parameters  were 

randomly selected using a random number generator in the range of -45 to +45 degrees 

for the xy rotation and -30 to +30 voxels for x and y translations.  The translations were 

rounded to the nearest integer for reasons that relate to the implementation of the 

geometric transformations routine; these will be explained later in this chapter.  The 

resulting “20 displacement” set is shown in table 1. 

c)  All  the  experiments  were  performed  at  full  resolution.  The  size  of the scans in  

voxels was 256x256 and the voxel size was 0.9 mm. 

d) The Absolute  Error (AE)  per  transformation  parameter was defined as the absolute 

difference of the adjustment value  from the applied  transformation parameter value. The 

xy rotation AE  for each transformation was defined as the Absolute Rotational Error 

(ARE) for the transformation and was computed in degrees. The Absolute Translational 

Error (ATE)  per transformation  was  computed in millimeters by averaging the  x and y 

translation AEs in voxels and then by  multiplying the average value with the voxel size 

(0.9 mm). The Average Absolute Rotational Error (AARE) per patient was defined as the 

average of the AREs from all the transformations.  Similarly, the Average Absolute 

Translation Error (AATE) per patient  was defined as the average of the ATEs from all 

transformations.       
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Table 1 : Geometric transformation set used for the two-dimensional “20 displacement” 

registration experiments. 

 

Transformation # xy - rotation (degs) x-translation(voxs) y-translation(voxs) 

1 -40.08 7 0 

2 21.37 -9 -19 

3 -16.18 -10 -11 

4 -34.80 -5 2 

5 -2.67 10 27 

6 -32.64 -6 -20 

7 -14.40 -17 12 

8 -36.15 0 -16 

9 33.23 -26 0 

10 20.60 16 -23 

11 -25.82 24 -25 

12 -37.63 -23 -7 

13 8.17 26 -13 

14 7.09 12 -8 

15 -44.71 0 29 

16 24.54 29 2 

17 -36.06 -5 16 

18 -28.42 -19 9 

19 15.82 13 16 

20 0.35 -5 17 
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3.6 Protocol for 3D experiments    

The  three-dimensional  registration   accuracy   of   our  method   was   tested   using the  

data  described in  the  previous  section with  a total of 240 three dimensional 

registration experiments.  Two types of three-dimensional experiments were performed: 

The “10 displacement” experiments, a three-dimensional version of the “20 

displacement” experiments, and the “different times”  experiments.  For the “10 

displacement” experiments the following rules were used: 

a) For each patient the T1 and T2 studies of the first examination date were used.  

b) The  T1  study was used as the reference study.The same  study  was  also  rotated  and  

translated using a standard set of 10 three dimensional geometric transformations and 

then registered to the reference study,  giving 10 T1-T1 three-dimensional registration 

experiments per patient.  The T2 study was also rotated and translated using the same 

three-dimensional geometric transformation set and then registered to the reference study, 

giving 10 T1-T2 three-dimensional registration experiments per patient.  The rotational 

parameters of the geometric transformation set were randomly chosen within the limits of 

the adjustment values that were obtained from registration of patient data from different 

times. The translational parameters were kept within lower limits than those resulting 

from “different times” experiments, because they simulate centroid registration errors.  

The limits  used were -30 degrees to +30 degrees for  xy rotation, -10 degrees to +10 

degrees for  yz and zx rotations, -10 to +10 mm for x and y translations and -5 to +5 mm 

for z translation.  The translations were converted to voxels by dividing the millimeters 

with the cubic voxel size and quantizing to the nearest integer.  The resulting set of the 10 

three-dimensional geometric transformations is shown in table 2.   

c) All the experiments were performed at half resolution using a voxel size of 1.8 mm. 

d) The Absolute Error (AE) per transformation parameter was defined as the absolute  

difference of the adjustment value  from the applied  transformation parameter value. The 

average of the  AEs  for xy, yz, zx rotations was defined as the Absolute Rotational Error 

(ARE) per transformation and  was computed in degrees.  The Absolute Translational 

Error (ATE)  per transformation was  computed in millimeters by averaging the  x, y and 

z translation AEs in voxels and then by  multiplying the average value with the voxel size 

(1.8 mm). The Average Absolute Rotational Error (AARE) per patient was defined as the 
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average of the AREs from all the transformations.  Similarly, the Average Absolute 

Translation Error (AATE) per patient  was defined as the average of the ATEs from all 

transformations. 

 

The “different times” experiments were performed in the following way: 

a) For each patient the T1 study of the first examination date and the T1 and T2 studies of 

the second examination date were used.   

b) The T1 study of the first examination date was considered as the reference study.  The 

T1 and T2 studies of the second examination date were considered as the reslice studies 

and were both registered to the T1 study of the first examination date. 

c) The experiments were performed first at half and then at full resolution, giving four 

“different times” registration experiments per patient. 

Table 2: Geometric transformation set used for the “10 displacement” registration 

experiments 

 

Transfor-

mation # 

xy       

rotation 

(deg)  

yz     

rotation 

(deg) 

zx      

rotation 

(deg) 

x      

translation 

(mm) 

y  

translation  

(mm) 

z  

translation 

(mm) 

1 -10.26 -6.94 -9.3 -9.2 -3.6 -3.98 

2 12.42 2.32 -3.7 -4.6 -9.6 -2.02 

3 -8.58 -4.38 1.9 8.4 6.9 -4 

4 19.26 -7.2 -1.9 -1.66 -8 1.97 

5 -26.58 -6.3 -2.16 -3.2 -7.6 0 

6 7.56 2.1 -7.6 0 -6.08 0.8 

7 -5.82 -2.2 2.8 -8.4 -5.72 2 

8 -5.04 4.2 -4.04 4.2 3 -2 

9 -15.66 -5.14 6.04 8 -6.04 1.6 

10 -9.24 6.44 -6.7 -0.5 1.48 3.2 
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3.7  Nearest neighbor - Quantization effects 

As  already noted in the interpolation and iteration loop sections, the registration 

algorithm  moves the reslice image at positions that are defined by the Chebyshev points, 

computes the registration function values for these points and then extrapolates its values 

for all the other points using the Chebyshev approximation formulas.  The 

implementation of this algorithm requires the use of a geometric transformation routine 

that incorporates a trilinear interpolation step that will ensure the floating point 

operations.  For all the testing performed for this thesis, a geometric transformations 

routine that follows the nearest-neighbor rule for coordinate computations was used.  

This choice was based solely on the non-time-efficient programming of a combined 

geometric transformation and trilinear interpolation routine.  

 

The effects of this choice on  the performance of the algorithm are as follows:  

 

a) When rotations  are  present, the nearest-neighbor approach generates voxels within 

the  signal  area  for  which  no  values  are  computed.  These   voxels are crucial to the 

performance of the algorithm because they are considered as background points.  The 

solution to this problem was given by putting an additional loop at the end of the 

geometric transformation routine that detects these voxels and computes a value for them 

by interpolating linearly between the neighboring  voxels. Figure 5 illustrates this effect 

for the case of a two-dimensional image.  The left image (5a) is the original MR scan.  

The center image  (5b) is the  scan rotated by 30.5 degrees with the nearest-neighbor 

artifact present.  The right image (5c) shows the same rotated scan after interpolation. 

 

b) When  translations are present, the effects of the quantization imposed by the nearest-

neighbor approach are more serious.  First, the translation  points for  which the 

computation of the registration function is done are not the Chebyssev points but the 

nearest integers to these points.  Second, the adjustment value for each translation 

iteration loop is not the minimum of the registration function but the nearest- nteger to 

this minimum.  We were not able to define the effect of these two events on the accuracy  

of the method for translational adjustments. For this reason, in all the experiments 
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performed for this thesis, the comparisons relating to the accuracy of the  method  use 

only  the rotational errors.  

 

 

                                                                                                          

 

 

Figure 5: Use of the linear interpolation for the implementation of the geometric 

transformations. Left (a): original MR scan. Center (b): MR scan rotated by 30.5 deg 

using the nearest-neighbor rule for the geometric transformations. Right (c): MR scan 

rotated by 30.5 deg  after the implementation of linear interpolation. 

 

3.8  Conclusions  

The subject of this thesis is the development of a novel iterative method for two and three 

dimensional image registration. The processing steps of the method use a fuzzy c-means 

classification algorithm, a trilinear interpolation routine, a thresholding routine, and an 

iteration loop based on Chebyshev’s approximation theory. Fot the application of fuzzy 

c-means in this thesis an hierarchical form of the algorithm has been programmed. In 

order to create the cubic voxel intensities we programmed a trilinear interpolation 

routine. Thresholding is performed with the use of the centroids of the clusters computed 

by the fuzzy c-means classification. We programmed a novel iteration loop which works 

like the Powell method and also deregisters and and brings back orderly the images using 

the Chebyshev polynomials in a similar way to simulated annealing theoretical paradigm.  

(a) (b) (c) 
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Using the algorithm for image  registration , a total of 200 two dimensional experiments 

for alignment of a T2 to a T1 axial MR scan were performed. The use of the binary areas 

allowed us to make use of an experimental protocol for numerous image registration 

experiments. A standard experimental protocol with standard geometric transformations 

with a wide range of values was developed for the evaluation of the method. The three 

dimensional registration accuracy of the method was tested with a total of 240 three 

dimensional registration experiments. A protocol for the three dimensional experiments 

also includes a standard set of transformations with wide range of values in the 3D space. 

In the following chapter we will present the results obtained for volumes and areas as the 

main registration feature.  
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                                                   CHAPTER IV 

EXPERIMENTAL RESULTS FOR MEDICAL IMAGE 

REGISTRATION USING BINARY AREAS AND VOLUMES 

 

 

We have presented in Chapter 3 the ratio image registration method with weighting  

performed in order to set the ratios with background voxels in the denominator to a 

standard high value. These ratios create ratio images with binary areas which when 

minimized  bring the images into register. We have shown that the method comprises of 

interpolation of the data, fuzzy c-means classification, thresholding, registration function 

computation and iteration loop. The changes made to the algorithm allowed us to 

program and test the method with a high number of registration experiments.  We have  

presented the data we used to perform  the experiments and in sections 3.5 and 3.6 the 

protocols for the 2D and 3D experiments.  

 

In this chapter we will present the experimental results of the method for medical image 

registration   which was applied to solve the problem of registration  of MR images of the 

head using binary areas and volumes.  A total of 200 two-dimensional  and  240  three-

dimensional  registration experiments were performed using patient data from the 

database of the Cleveland Clinic Foundation.  The purpose of this chapter is to present a 

synopsis of the results obtained   by performing these  experiments. We also give the 

procedures followed at the Department of Musculosceletal Radiology of the Clevaland 

Clinic Foundation which is a high quality working environment in an area similar to 

downtown Cleveland.  

 

In the first part of this Chapter we will show how the parameters of the registration 

function and the iteration loop were selected. Then we will give a two dimensional 

registration example, a summary of the results,  procedures for two and three dimensional 
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experiments, an evaluation of the method ,and finally the results of the application of the 

method for non rigid registration using B-splines with local support.  

4.1  Two-dimensional results - “20 displacement” technique 

4.1.1 Choice of the number of Chebyshev points 

We have performed extensive experiments in order to define the number of Chebyshev 

points that should be used for 2D and for 3D experiments. For all  the  two-dimensional 

experiments  performed, the number of Chebyssev points was set to n=10 for 36 

transformation units.  This value was decided by applying the “20 displacement” 

technique experiment for  patient 1 for n=4,5,...,10 and using only the geometric  

transformations 1-10.  The Average Absolute Rotational Error for each value of n is 

given in table 3.  It was less than 1 degree for n≥8.  Using these results, the value of n 

was set to 10. 

 

Table 3:  Average Absolute Rotational Errors for the two-dimensional T1-T2 MR image 

registration case for patient 1 and various numbers of Chebyssev points n for 36 

transformation units. 

 

 Chebyssev points    n 4 5 6 7 8 9 10 

AARE     (degrees) 3.85 3.47 3.01 1.27 0.21 0.36 0.17 

 

 

 

4.1.2  Choice of the registration function - Variance versus mean squared value 

As  described   in  Chapter  III,  the registration function is defined as the mean squared 

value of the  average  weighted ratio of the two images.  The initial implementation of the 

method used a different registration function - the variance of the average weighted ratio.  

The variance of the ratio is also the correlational criterion that Woods et al. [35,36] use to 

align images.  The mean squared value was chosen for two reasons: 
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a)  The variance function  provides a small value for the correct registration position  but 

its global minimum is for the position in which no overlap between the two images exists 

for which it becomes zero.  

 

b)  The registration accuracy  with  the mean squared value as the registration function 

was found to be better than with the variance. This was tested for the two-dimensional 

case by  applying the “20 displacement” experiment for patient 1 with both the variance 

and the mean squared value, using only the first 10 of the 20 geometric transformations. 

The Absolute Rotational Error for these 10 cases with the use of  the variance function 

varied between the values of  0.1 and 1.03  degrees (average 0.35 degrees), whereas with 

the use of the mean squared value, the error varied between 0.02 degrees and 0.6 degrees 

(average 0.17 degrees).  It must be noted, however, that with the use of variance in no 

case were the eight iterations reached for the adjustment of any geometric transformation 

parameter, whereas with the mean squared value, this happened once for xy rotation, 

three times for y translation and four times for x translation.  The Average Absolute 

Translational Errors were 0.9 mm for the mean squared value and 0.63 mm for the 

variance.     

 

4.1.3  A two-dimensional registration example   

To illustrate the registration procedure, a two-dimensional registration “20 displacement” 

experiment will be given in terms of the registration function curves, as they are 

extrapolated for the xy plane rotation parameter and for each iteration.  The experiment 

uses the transformation number 12 and data from patient 1. The thresholds used for the 

two scans were computed by applying the fuzzy c-means to the two scans and were 381 

for the T1 and 120 for the T2 scan.  Figure 6 shows the two scans before and after 

registration.  The top left image (a) is the T1 reference scan, the top right image (b) is the 

T2  reslice scan before registration and the bottom left image (c) is the  reslice scan after 

registration.  The errors computed for this experiment were 0.05 deg for xy rotation and 0 

voxels for x translation and 2 voxels for y  translation. Figures 7 to 9 show the variance 

curves with each iteration for rotational adjustment. The minimum values marked on the 
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curves are the adjustment values that the algorithm uses to register the two images.  The 

total adjustment is 37.68 deg, which corresponds to an error of  0.05 deg. 

 

4.1.4  Summary of the results from 200 two-dimensional experiments 

A  total of 200 “20 displacement” experiments were performed using the data from the 10 

patients. Table 4 gives a summary of the Average Absolute Errors per patient.  It can be 

seen  that the  Average  Absolute  Rotational  Error varies between 0.16 and 0.38 degrees 

(average 0.23 degrees), whereas the Average Absolute Translational Error varies between 

0.32 and 1.01 mm (average 0.79 mm). 

 

                         

 

                      

 

 

Figure 6: “20 displacement” T1-T2 registration example. Reference and reslice scans 

before and after registration. Top left (a): Reference T1 MR scan. Top right (b): Reslice 

T2 MR scan before registration. The two scans are rotated by 37.63 deg and translated by 

23 voxels along the x-axis and 7 voxels along the y-axis. Bottom left (c): Reslice scan 

 (a)  (b) 

(c)  (d) 
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after registration. The registration error is 0.05 deg  for xy rotation, 0 voxels for the x 

translation, and 2 voxels for the y translation. Bottom right (d): the white areas show the 

areas of non-overlap of the two scans after registration. 
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Figure 7: “20 displacement” T1-T2 registration example. Registration function 

minimization curves. Iterations 1 (a) and 2 (b).  

XY PLANE ROTATION - THIRD ITERATION

800000

1300000

1800000

-18 -16 -14 -12 -10 -8 -6 -4 -2 0 2 4 6 8 10 12 14 16 18

degrees of rotation

re
g

is
tr

a
ti

o
n

 f
u

n
c
ti

o
n

min at 2.13  degs

 

                                                         

 

 

XY PLANE ROTATION - FOURTH ITERATION

800000

1300000

1800000

-18 -16 -14 -12 -10 -8 -6 -4 -2 0 2 4 6 8 10 12 14 16 18

degrees of rotation

re
g

is
tr

a
ti

o
n

 f
u

n
c
ti

o
n

min at -0.55 degs

 

                                                         

 

 

Figure 8:”20 displacement” T1-T2 registration example. Registration function 

minimization curves. Iterations 3  (c) and 4 (d). 

     (d) 

   (c) 
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Figure 9: “20 displacement” T1-T2 registration example. Registration function 

minimization curve. Final iteration 5 (e).Total adjustment: 18+18+2.13-0.55+0.1 = 37.68 

deg.  Registration error: 37.68-37.63 = 0.05 deg 

 

 

 

 

 

  (e) 
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Table 4: Average Absolute Rotational and Translational Errors per patient for two-

dimensional “20 displacement” registration experiments. 

 

Patient number AARE (deg) AATE(mm) 

1 0.18 0.9 

2 0.21 0.9 

3 0.38 0.78 

4 0.25 0.32 

5 0.16 0.45 

6 0.19 0.9 

7 0.22 0.9 

8 0.25 0.9 

9 0.19 0.9 

10 0.25 1.01 

Average 0.23 0.79 

 

 

4.2 Three-dimensional results - “10 displacement” experiments 

As  mentioned  earlier in section 3.6, the “10 displacement” technique was used for 

performing 200 three-dimensional registration experiments for T1-T1 and T1-T2 MR 

data registration. For all these experiments, n=4 Chebyssev points for 36 transformation 

units were used because this value was found to give rotational errors less than  1  degree. 

This  section   will   summarize the  results  obtained from these experiments.  The 10 T1-

T2 registration cases with the highest Absolute Rotational Errors will first be presented.  
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Then the worst case will be selected and the whole registration procedure will be 

described and  given in terms of  surface renderings with the relative positions of the two 

volumes.  Finally, a statistical description of the results will be given. Full results from all 

the  “10 displacement” experiments can be found in Appendix A.  They include the errors 

computed for each experiment and for each geometric transformation parameter.  

 

4.2.1  Worst-case analysis 

Table 5 shows the 10 worst “10 displacement” T1-T2 registration cases in terms of the  

Absolute Rotational Errors computed for these cases. The first column shows the order of  

the  case  with  case 1  corresponding to the experiment with the highest ARE.  The 

second and third columns show the patient and the geometric transformation numbers. 

The fourth column shows the ARE values  for  each case,  and the fifth column shows   

 

Table 5: Absolute Rotational Errors for the 10 worst cases of T1-T2 “10 displacement”   

registration experiments. 

 

Case Patient  Transformation  ARE (degrees) AARE (degrees) 

1 3 5 0.89 0.46 

2 6 5 0.80 0.45 

3 3 3 0.79 0.46 

4 10 3 0.75 0.49 

5 6 3 0.70 0.45 

6 8 4 0.70 0.44 

7 4 3 0.69 0.27 

8 8 10 0.66 0.44 

9 3 4 0.65 0.46 

10 1 4 0.61 0.36 
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the Average Absolute  Rotational Error  for  the patient of  the second column.  The worst 

case corresponds to patient 3 and transformation 5, which gave an ARE value of 0.89 

degrees, 0.43 degrees higher than the AARE value for patient 3.   

 

Table 6  shows  the  errors  for  all  the transformation parameters and iterations for the 

worst-case experiment. The first column shows the iteration numbers with iteration 

number 0 corresponding to the initial misalignments imposed by  transformation 5.  

Columns 2 to 7 show the errors for each iteration and transformation parameter.  The last 

row of the table shows the final adjustment errors.  The application of the maximum 

iteration rule affected the adjustment errors for the xy rotation and the y translation that 

did not  converge after eight iterations.  The values of  table 6 can be compared with the 

values of table 7, which gives the average absolute errors per iteration  for all the T1-T2 

“10 displacement” registration experiments that used  transformation 5.  This comparison 

shows that for the worst case there is a slowing in the rhythm of  reduction of the absolute 

error with each iteration.  This is  most obvious for the xy rotation, which gives an 

absolute error less than 1 degree for the first time on the eighth iteration. In no other case 

in all the T1-T2 “10 displacement” registration experiments did a transformation 

parameter give error less than one transformation unit so late in the registration   

procedure. A  similar  behavior  is   observed   for  the  xy  rotation in the corresponding 

T1-T1 “10 displacement” experiment. Another interesting observation  can be made 

when the same values with table 7  are computed for the T1-T1 registration experiments 

(table 8) and the absolute differences of the values of tables 7 and 8 are computed (table 

9).   

 

It can be seen that the differences in the errors per iteration are always less than one 

transformation unit with an average value less than 0.5 transformation unit and the 

differences in the final adjustment are also less than 0.5 transformation unit.  This result 

shows that our method is not affected by the differences in the signal intensities between 

the two studies and can thus be considered surface based. More results that justify this 

characterization will be given later in this chapter.   
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Table 6 :  Errors for each iteration for the worst-case T1-T2 “10 displacement” 

registration experiment. In bold the values of maximum iteration rule for xy rotation and 

y translation caused y the even number of Chebyshev points.  

 

Iteration 

number 

xy 

rotation 

error 

(degrees) 

yz 

rotation 

error 

(degrees

) 

zx 

rotation 

error 

(degrees) 

x 

translation 

error 

(voxels) 

y 

translation 

error 

(voxels) 

z 

translation 

error 

(voxels) 

0 -26.58 -6.3 -2.16 -2 -4 0 

1-6 -22.86 -3.03 -1.26 -1 2 0 

7-12 -19.71 0 -0.36 2 -1 0 

13-18 -16.11 0.11 -0.36 -2 -1 0 

19-24 -12.63 -0.78 -0.36 1 1 0 

25-30 -9.7 -0.78 -0.36 0 -2 0 

31-36 -5.54 -0.78 -0.36 0 0 0 

37-42 -2.5 -0.78 -0.36 0 -1 0 

43-48 -0.59 -0.78 -0.36 0 0 0 

Max 

iteration 

rule 

-1.54 -0.78 -0.36 0 0 0 
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Table 7:  Average Absolute Errors for each iteration of transformation 5 and all patients 

for T1-T2  “10 displacement” registration experiments. 1.8 mm is the voxel size.  

 

Iteration 

number 

xy 

rotation 

error 

(degrees) 

yz 

rotation 

error 

(degrees

) 

zx 

rotation 

error 

(degrees) 

x 

translation 

error 

(mm) 

y 

translation 

error  

(mm) 

z 

translation 

error  

(mm) 

0 26.58 6.3 2.16 2*1.8 4*1.8 0 

1-6 21.2 1.7 0.69 0.6*1.8 2.2*1.8 0.1*1.8 

7-12 14.65 0.88 0.88 1.5*1.8 1*1.8 0.1*1.8 

13-18 8.8 0.36 0.64 0.5*1.8 0.6*1.8 0.2*1.8 

19-24 4.59 0.64 0.52 0.7*1.8 0.6*1.8 0.2*1.8 

25-30 2.28 0.33 0.65 0.3*1.8 0.5*1.8 0.2*1.8 

31-36 1.24 0.52 0.5 0.2*1.8 0.3*1.8 0.2*1.8 

37-42 0.51 0.37 0.49 0.2*1.8 0.4*1.8 0.2*1.8 

43-48 0.44 0.5 0.49 0.2*1.8 0.2*1.8 0.2*1.8 

Max 

iteration 

rule 

0.55 0.5 0.49 0*1.8 0.2*1.8 0.2*1.8 
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4.2.2  Worst T1-T2 “10 displacement”  registration case  

As  stated  in  the  previous  section, the worst case for T1-T2 “10 displacement” 

registration corresponds to patient  3 and transformation 5.  The errors after each iteration 

for this case were given in table 6 and the ARE was computed to be 0.89 degrees, which 

was 0.43 degrees higher than the AARE value for the same patient and all 10 

transformations of table 2.  In this section the whole registration procedure for this case 

will be presented in detail and will also be depicted with surface renderings of the two 

volumes before and after registration. 

 

For the worst-case experiment, the T1-T2 interleaved study of  patient  3 of the first 

examination date (November 3, 1994) was used.   This study constituted of 19 T1 and 19 

T2 scans with voxel size 0.9x0.9x5 mm.  The   files  were  transformed  from  ACR-

NEMA  2.0   format   to   the   Cleveland   Clinic   Foundation  Biomedical   Engineering 

Department BIP format using the STACR utility of the BIP library.  The info on the 

voxel size was extracted from the header of the BIP files, the raw data were also 

extracted,  the T1 scans were separated from the T2 scans and saved as two different 

studies in the IMPACT  raw format that is read by the all the three-dimensional image  

processing  programs written for this thesis.  This format saves the MR scans as short raw 

images with a header of 6144 bytes.  The size of the image data is 256x256 voxels and  

two bytes per voxel are used.  The names of the files are descriptive and follow a 

standard naming format.  The first character of the file name is the “i” referring to the 

IMPACT format followed by the patient number, the date of the examination, the number 

of the ACR-NEMA study and the type of the IMPACT study,  the increasing number of 

the scan in this study and finally the “.ima” ending. For example, the name 

“ipat03_nov94_std0t1_10.ima” refers to an IMPACT image that corresponds to the tenth 

T1 scan of the first MR T1-T2 interleaved study,  performed to patient 3 in November 

1994. All the scans of the two IMPACT studies are saved to a standard directory 

“~/3d/data” from which all the three-dimensional image processing utilities read the input  

files.  The user defines the input files by providing the standard part of the two file 
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names, which for this example were “ipat03_nov94_std0t1_” and 

“ipat03_nov94_std0t2_”, and also the numbers of the first and last scan of the two 

studies, which for a study with 19 scans would be 1 and 19.   

 

Table 8:  Average Absolute Errors for each iteration of transformation 5 and all patients 

for T1-T1 “10 displacement” registration experiments. 1.8 mm is the voxel size. 

 

Iteration 

number 

xy 

rotation 

error 

(degrees) 

yz 

rotation 

error 

(degrees

) 

zx 

rotation 

error 

(degrees) 

x 

translation 

error 

(mm) 

y 

translation 

error  

(mm) 

z 

translation 

error  

(mm) 

0 26.58 6.3 2.16 2*1.8 4*1.8 0*1.8 

1-6 21.44 1.76 0.63 0.7*1.8 2.1*1.8 0*1.8 

7-12 13.97 0.85 1 1.9*1.8 0.6*1.8 0*1.8 

13-18 9.44 0.6 0.47 0.8*1.8 0.3*1.8 0*1.8 

19-24 4.63 0.52 0.97 0.6*1.8 0.5*1.8 0*1.8 

25-30 2.24 0.33 0.51 0.5*1.8 0.3*1.8 0*1.8 

31-36 0.97 0.27 0.48 0.4*1.8 0.3*1.8 0*1.8 

37-42 0.58 0.26 0.44 0.3*1.8 0.3*1.8 0*1.8 

43-48 0.34 0.26 0.33 0.3*1.8 0.3*1.8 0*1.8 

Max 

iteration 

rule 

0.4 0.32 0.34 0.1*1.8 0.1*1.8 0*1.8 
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Table 9:  Absolute differences of the errors given in tables 7 and 8. 1.8 mm is the voxel 

size. 

 

Iteration 

number 

xy 

rotation 

error 

(degrees) 

yz 

rotation 

error 

(degrees

) 

zx 

rotation 

error 

(degrees) 

x 

translation 

error 

(mm) 

y 

translation 

error  

(mm) 

z 

translation 

error  

(mm) 

0 0 0 0 0*1.8 0*1.8 0*1.8 

1-6 0.24 0.06 0.06 0.1*1.8 0.1*1.8 0.1*1.8 

7-12 0.68 0.03 0.12 0.4*1.8 0.4*1.8 0.1*1.8 

13-18 0.64 0.24 0.17 0.3*1.8 0.3*1.8 0.2*1.8 

19-24 0.04 0.12 0.45 0.1*1.8 0.1*1.8 0.2*1.8 

25-30 0.04 0 0.14 0.2*1.8 0.2*1.8 0.2*1.8 

31-36 0.27 0.25 0.02 0.2*1.8 0*1.8 0.2*1.8 

37-42 0.07 0.11 0.05 0.1*1.8 0.1*1.8 0.2*1.8 

43-48 0.1 0.24 0.16 0.1*1.8 0.1*1.8 0.2*1.8 

Max 

iteration 

rule 

0.15 0.18 0.15 0.1*1.8 0.1*1.8 0.2*1.8 

Average  0.27 0.12 0.15 0.19*1.8 0.13*1.8 0.18*1.8 
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The  first program to be applied in this example registration procedure  was the  fuzzy c-

means hierarchical algorithm.  The algorithm was applied sequentially to all the scans of 

the two studies.  For each study the classification program was executed as follows: 

 

The user was noted to provide two identification  numbers of the first and second study.  

Since one study was processed with each execution of the program the same 

identification, for example, “ipat03_nov94_std0t1_”, was used for both studies.  The 

study to be processed had 19 scans and when the numbers of the first and last scan for the 

two studies were requested, the numbers 1-10 and 11-19 were given.  In this way all the 

scans of the IMPACT study “ipat03_nov94_std0t1_” were processed  in the order 

1,11,2,12,3,13....  The reason for this special type of input used by the classification 

algorithm is that the hierarchical form of the c-means was programmed for processing of  

MR FLAIR image data that are acquired in the Department of Radiology of the 

Cleveland Clinic Foundation; these image studies have to be read in an interleaved way.  

The next information that the user was asked  to provide was the prefix of the names of 

the classified image files which were saved with a name, using this prefix followed by a 

number that  showed the order by which the scans had been processed.  Consequently the 

user gave the number of levels of the hierarchical scheme, which for this case was 1 and 

the number of clusters for the first level, which was 3.  After all this information was 

provided, the classification program processed all the scans of the IMPACT study 

“ipat03_nov94_std0t1_”  and computed the centers of the three clusters for each scan.  

These centers were then used to compute the thresholds for each scan by taking the 

average of the two lowest clusters centers. The same procedure was then repeated for the 

IMPACT study “ipat03_nov94_std0t2_”. The thresholds computed for the two studies of 

the worst-case example are shown in Table 10. The lowest of the thresholds for each 

study was considered as the global threshold of the study and appears in the same table in 

boldface characters.     
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The next  step of  the method  was  to enter  the main  registration procedure.  The user  

defined the two studies to be registered by giving the identification numbers of the two 

studies, which for this case were “ipat03_nov94_std0t2_” for the reslice study and 

“ipat03_nov94_std0t1_” for the reference study.  The user was then asked to provide 

some initial estimates for the geometric transformation  parameters needed for 

registration.  For the case of the “10 displacement” experiments, where the two studies 

correspond to the same position of the head, the estimates given in this point of the 

procedure are used  to deregister the two volumes.  Therefore for this experiment the 

rotational and translational parameters of the transformation  5 were given.  Then the user 

was asked to provide the voxel size parameters, which were 0.9 mm for  the xy plane 

resolution  and 5 mm for the  z axis  thickness. Since half resolution is used for all the  

“10 dispacement”  experiments,  the xy plane resolution was multiplied by two.  Using 

this xy plane resolution as the cubic  voxel size, the translations, given in millimeters, 

were transformed into voxel numbers using the nearest integer approach. The trilinear 

interpolation routine was then applied to the two studies to create the cubic voxel  with 

dimensions 1.8x1.8x1.8 mm.  The  size of the volumes created  was 128x128xZ with 

Z=18x(5/1.8)=50.  An empty area on the top and the bottom of each volume was also 

created  by inserting (int)(5/1.8)+1=3  layers of  zero  valued  cubic  voxels.  The  

purpose was to reduce the truncation of the edges of the volume, which when the volume 

is rotated,  exceed the image area.   
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Table 10: Thresholds computed with the use of the fuzzy c-means for all the scans of the 

two studies of the worst-case T1-T2 “10 displacement” registration experiment. 

 

 

Scan number  T1 study thresholds T2 study thresholds 

1 410 143 

2 396 138 

3 383 128 

4 376 130 

5 369 135 

6 372 130 

7 500 245 

8 540 250 

9 535 256 

10 544 258 

11 434 265 

12 325 265 

13 354 260 

14 350 238 

15 362 154 

16 370 143 

17 350 116 

18 316 101 

19 265 75 
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After the two cubic voxel volumes were created, the main registration procedure started.  

First the global  thresholds that were computed with the fuzzy c-means were used  to set 

the background voxels to zero. The registration function minimization iteration loop was 

then applied.  Six buffers that summate the adjustment values for each of the six 

rotational or translational parameters were defined; their values were used  to transform 

the reslice volume.  This operation for the first iteration deregistered the two volumes 

with the rotational and translational parameters of transformation 5. For each of the next 

iterations the adjustment values were the ones computed by the iteration loop;  these were 

used to register the two volumes. All the transformations were performed to the reslice 

volume, with center of rotations its centroid, which was computed before the iteration 

loop and was updated according to the translations applied to this volume. As noted  in 

Chapter II, one geometric transformation parameter was adjusted with each iteration and 

the adjustment value was computed by taking  the minimum of  the registration function  

approximated from n=4 Chebyssev points for 36 transformation units.  After all the 

transformations  converged or the maximum iteration limit was reached, the final 

adjustment was applied to the reslice volume and the two volumes were saved.  Figures 

10 to 12  show the surface renderings with the relative position of the two volumes of the 

worst-case example before and after registration. For these illustrations the two volumes 

were enhanced using three-dimensional median filtering and then rendered  using an 

AVS commercial isosurface renderer software package. We rendered the surface of the 

3D image considered as the reference image. We also rendered the surface of the 3D 

image considered as reslice before and after registration. The rendering of the reference 

shows the same orientation with the reslice image after registration.   
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Figure 10: T1-T2 registration example. Surface rendering of the reference T1 image 

volume for the worst-case T1-T2 “10 displacement” registration experiment. 

 

                               

 

Figure 11: T1-T2 registration example. Surface rendering of the reslice T2 image volume 

for the worst-case T1-T2 “10 displacement” registration experiment before registration. 
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Figure 12: T1-T2 registration example. Surface rendering of the reslice T2 image volume 

for the worst-case T1-T2 “10 displacement” registration experiment after registration to 

volume of figure 10. 

 

 

4.2.3  Summary of the results from 200 “10 displacement” 3D experiments 

A  total  of 200 “10 displacement” experiments were performed for T1-T1 and T1-T2 

three-dimensional registration.  Tables 11 and 12 give a summary of the average absolute 

errors per patient  for   “10 displacement”  registration. Table 11 shows that for T1-T1 

registration  the Average Absolute Rotational Error per patient varied between 0.17 and 

0.42 degrees with an average value of 0.24, whereas the Average Absolute Translational 

Error per patient varied between 0 and 0.03 voxels with an average value of 0.02. Table 

12 shows the same errors  for the T1-T2 “10 displacement” experiments. The average 

values are 0.36 for AARE (range, 0.23 to 0.49 degrees) and 0.2 voxels for AATE (range, 

0.03 to 0.53 voxels).    

 

 

 

 

 

 



 

 78 

 

Table 11:  Average Absolute Rotational and Translational Errors per patient for “10 

displacement” T1-T1  registration experiments.  1.8 mm is the voxel size. 

 

Patient  AARE    (degrees) AATE   (mm) 

1 0.24 0.03*1.8 

2 0.23 0.03*1.8 

3 0.42 0.03*1.8 

4 0.17 0*1.8 

5 0.18 0*1.8 

6 0.35 0*1.8 

7 0.21 0*1.8 

8 0.2 0*1.8 

9 0.26 0.03*1.8 

10 0.18 0.03*1.8 

Average 0.24 0.02*1.8 
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Table 12:  Average Absolute Rotational and Translational Errors per patient for “10 

displacement” T1-T2   registration experiments.  1.8 mm is the voxel size. 

 

Patient  AARE  (degrees) AATE   (mm) 

1 0.36 0.2*1.8 

2 0.24 0.2*1.8 

3 0.46 0.13*1.8 

4 0.27 0.13*1.8 

5 0.37 0.03*1.8 

6 0.45 0.23*1.8 

7 0.32 0.33*1.8 

8 0.44 0.03*1.8 

9 0.23 0.13*1.8 

10 0.49 0.53*1.8 

Average 0.36 0.2*1.8 

 

 

 

It  can  be  seen  that no significant loss in accuracy is measured when going from T1-T1  

to  T1-T2  registration.   This  result shows, once more, that our method is surface based. 

Tables  13  and  14  show   the  same  results   as  they  are   computed  per geometric 

transformation and for all patients.  It can be seen that the initial misalignment imposed 

does not affect the registration accuracy of the method. 

 

4.3  3D results - “different times” experiments 

In addition  to  the  “10 displacement”  experiments,  40  “different  times”  registration  

experiments  were performed.  These experiments were T1-T1 or T1-T2 and aimed at: 
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• investigating the surface matching nature of the method 

• identifying the effect of different  imaging resolutions to the registration 

algorithm.   

The main results obtained from these experiments will be presented in the next sections. 

 

4.3.1  Half resolution “different times” experiments 

The half  resolution  “different  times” experiments were performed  to identify  changes 

in the behavior of the registration algorithm between T1-T1 and T1-T2 registration.  This 

was done by measuring the differences in the adjustment values computed by the 

algorithm for each iteration. The  results from these measurements are shown in tables 15 

to 18.  Table 15  shows the final adjustments per patient for the 10 “half resolution” T1-

T1 “different times” experiments.  Table 16 shows the same result for the T1-T2 

experiments and table 17 shows the absolute differences in the adjustment values of the  

two  previous   tables.  The  differences   in   rotational   parameters  vary  between  0  

and 1.57 degrees  with  average  values  0.28 degrees for  xy  rotation, 0.32 degrees for yz 

rotation and 0.33 degrees for zx rotation.  The differences  in translational parameters 

vary between 0 and 1 voxel with average values of 0.4 voxels for x translation, 0.5 voxels 

for y translation and 0.4 voxels for z translation. Table 18 shows the absolute differences 

in the adjustment values per iteration for the worst-case patient 3.   

 

The same trend can be seen, since the rotational adjustment differences are less than 0.34 

degrees and the  translational adjustment differences are less than 1 voxel.  Both of these 

results show clearly that the performance of the method is not affected by the differences 

in signal intensity and therefore the method can be implemented as surface based.      
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Table 13:  Average Absolute Rotational and Translational Errors per transformation for 

“10 displacement” T1-T1  registration experiments. 1.8 mm is the voxel size. 

 

Transformation   AARE   (degrees) AATE   (mm) 

1 0.22 0*1.8 

2 0.19 0.03*1.8 

3 0.2 0*1.8 

4 0.32 0.1*1.8 

5 0.32 0.03*1.8 

6 0.27 0*1.8 

7 0.22 0*1.8 

8 0.24 0*1.8 

9 0.27 0*1.8 

10 0.2 0*1.8 

Average 0.24 0.02*1.8 
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Table 14:  Average Absolute Rotational and Translational Errors per transformation for 

“10 displacement” T1-T2  registration experiments.  1.8 mm is the voxel size. 

 

Transformation   AARE   (degrees) AATE   (mm) 

1 0.29 0.13*1.8 

2 0.3 0.3*1.8 

3 0.47 0.13*1.8 

4 0.41 0.2*1.8 

5 0.48 0.2*1.8 

6 0.3 0.17*1.8 

7 0.38 0.17*1.8 

8 0.34 0.2*1.8 

9 0.32 0.23*1.8 

10 0.35 0.17*1.8 

Average 0.36 0.2*1.8 
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Table 15:  Final adjustment values per patient for half resolution “different times” T1-T1  

registration experiments. 1.8 mm is the voxel size. 

 

Patient 

number 

xy 

rotation  

(degrees) 

yz 

rotation  

(degrees) 

zx 

rotation  

(degrees) 

x 

translation  

(mm) 

y 

translation   

(mm) 

z 

translation   

(mm) 

1 -2.36 -1.7 -0.33 -4*1.8 -4*1.8 0*1.8 

2 5.96 -0.67 1.3 3*1.8 1*1.8 0*1.8 

3 -2.92 -1.57 -0.22 -1*1.8 0*1.8 0*1.8 

4 -1.91 -0.33 -0.22 -1*1.8 -2*1.8 0*1.8 

5 -4.61 0.33 1.12 -2*1.8 0*1.8 -1*1.8 

6 2.02 -0.67 0 -15*1.8 -2*1.8 -1*1.8 

7 -10.01 0.45 -0.45 -2*1.8 2*1.8 -1*1.8 

8 -5.73 -1.68 0 5*1.8 8*1.8 0*1.8 

9 0.45 0.11 0.11 -1*1.8 0*1.8 0*1.8 

10 -4.61 0.33 0.11 0*1.8 0*1.8 0*1.8 
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Table 16:  Final adjustment values per patient for half resolution “different times” T1-T2  

registration experiments. 1.8 mm is the voxel size. 

 

Patient 

number 

xy 

rotation  

(degrees) 

yz 

rotation  

(degrees

) 

zx 

rotation  

(degrees

) 

x 

translation   

(mm) 

y 

translation    

(mm) 

z 

translation   

(mm) 

1 -1.91 -1.68 -0.11 -4*1.8 -4*1.8 0*1.8 

2 5.96 -0.33 1.12 2*1.8 1*1.8 -1*1.8 

3 -2.58 -1.91 -0.22 -1*1.8 -1*1.8 1*1.8 

4 -2.02 0.45 -0.33 -1*1.8 -1*1.8 0*1.8 

5 -4.38 0 1.25 -2*1.8 -1*1.8 0*1.8 

6 1.79 -0.78 -1.57 -14*1.8 -3*1.8 -2*1.8 

7 -10.23 0.45 -0.78 -3*1.8 1*1.8 -1*1.8 

8 -5.96 -1.12 -0.22 4*1.8 8*1.8 0*1.8 

9 0.33 1.12 0.33 -1*1.8 0*1.8 0*1.8 

10 -5.51 0.67 0.45 0*1.8 0*1.8 0*1.8 
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Table 17: Absolute differences of the adjustment values of  tables 15 and 16. 1.8 mm is 

the voxel size. 

 

Patient 

number 

xy 

rotation  

(degrees) 

yz 

rotation 

(degrees) 

zx 

rotation 

(degrees) 

x 

translation 

(mm) 

y 

translation  

(mm) 

z 

translation    

(mm) 

1 0.45 0.02 0.22 0*1.8 0*1.8 0*1.8 

2 0 0.34 0.18 1*1.8 0*1.8 1*1.8 

3 0.34 0.34 0 0*1.8 1*1.8 1*1.8 

4 0.11 0.12 0.11 0*1.8 1*1.8 0*1.8 

5 0.23 0.33 0.13 0*1.8 1*1.8 1*1.8 

6 0.23 0.11 1.57 1*1.8 1*1.8 1*1.8 

7 0.22 0 0.33 1*1.8 1*1.8 0*1.8 

8 0.23 0.56 0.22 1*1.8 0*1.8 0*1.8 

9 0.12 1.01 0.22 0*1.8 0*1.8 0*1.8 

10 0.9 0.34 0.34 0*1.8 0*1.8 0*1.8 

Average 0.28 0.32 0.33 0.4*1.8 0.5*1.8 0.4*1.8 

 

Table 17 shows that there is good behavior of the algorithm when signal intensity 

changes for patients imaged with different modalities. The absolute differences in the 

final adjustment values are below the 1 voxel size of 1.8mm. The patient data were 

acquired with different MR imaging methods (T1 and T2 weighted) and were stored with 

the patients id number at the database of the Cleveland Clinikc Foundation. For rotational 

and translational adjustment the differences are below the value of 0.5(degrees or voxels). 
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Table 18:  Absolute differences of adjustment values per iteration for patient 3 between 

T1-T1 and T1-T2 half resolution “different times”  registration experiments. 1.8 mm is 

the voxel size. 

 

Iteration 

number 

xy 

rotation  

(degrees) 

yz 

rotation  

(degrees) 

zx 

rotation  

(degrees) 

x 

translation   

(mm) 

y 

translation  

(mm) 

z 

translation    

(mm) 

1-6 0.34 0.23 0.11 0*1.8 1*1.8 0*1.8 

7-12 0 0.22 0 1*1.8 1*1.8 1*1.8 

13-18 0 0.34 0 0*1.8 1*1.8 0*1.8 

19-24 0.34 0.34 0 0*1.8 1*1.8 1*1.8 

Average 0.17 0.28 0.03 0.25*1.8 1*1.8 0.5*1.8 

 

 

 

Table 18 shows the dynamic behavior of the algorithm with regards to the number of 

iterations and the change of signal intensity for patient 3 and T1 to T2 weighted MRI 

imaging taken from the database of the Cleveland Clinic Foundation. The good behavior  

during the registration procedure stands throughout the registration iteration loop.  
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4.3.2 Full resolution “different times” experiments 

 

The same experiments outlined in the previous section  were performed again at full 

resolution and the results were compared to the results at half resolution. The purpose 

was  to identify the effect of  different imaging resolutions on the registration algorithm. 

Table 19 shows the absolute differences in the final adjustment values between half and 

full resolution for each patient for  T1-T1 registration, and table 20  shows the same 

result for T1-T2 registration.  The average rotational differences are below 0.51 degrees. 

Tables 21 and 22 show the absolute differences   in the adjustment values for each 

iteration for the worst-case patient.  The average rotational differences are less than 0.64 

degrees.  Translational differences are higher because of the reduced effect of 

quantization for higher imaging resolutions.  Based on  these results,  it can be shown that 

a resolution of 1.8 mm/voxel is sufficient for the registration method and that higher 

resolution does not seem to improve the registration accuracy.   
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Table 19: Absolute differences of the final adjustment values per patient between full and 

half  resolution “different times”  T1-T1  registration experiments. 0.9 mm is the voxel 

size. 

 

Patient  xy 

rotation  

(degrees) 

yz 

rotation 

(degrees) 

zx 

rotation 

(degrees) 

x 

translation 

(mm) 

y 

translation    

(mm) 

z 

translation    

(mm) 

1 0.45 0.77 0.22 0*0.9 1*0.9 0*0.9 

2 0.11 0.67 0.1 1*0.9 1*0.9 0*0.9 

3 1.24 0.11 0.11 0*0.9 0*0.9 0*0.9 

4 0.11 0.66 0.56 0*1.9 2*0.9 1*0.9 

5 0.23 0.66 0.8 2*0.9 1*0.9 0*0.9 

6 0.9 0 1.12 1*0.9 0*0.9 0*0.9 

7 0.34 0.12 0.11 1*0.9 1*0.9 1*0.9 

8 0.66 0 0.9 2*0.9 1*0.9 1*0.9 

9 0.78 0.11 0.45 1*0.9 1*0.9 2*0.9 

10 0.11 0.12 0.11 0*0.9 1*0.9 2*0.9 

Average 0.49 0.32 0.45 0.8*0.9 0.9*0.9 0.7*0.9 

 

Table 19 shows that there is good behavior of the algorithm when resolution changes for 

patients of the same T1 weighted MRI modality. The absolute differences in the final 

adjustment values are below the 1 voxel size of 0.9 mm. The patient data were acquired 

at different examination times and were stored with the patients id number at the database 

of the Cleveland Clinikc Foundation. For rotational adjustment the differences are below 

0.5 degrees whereas for translational adjustments are in the range of 0.5 to 1 voxel.  
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Table 20: Absolute differences of the final adjustment values per patient between full and 

half  resolution “different times” T1-T2  registration experiments. 0.9 mm is the voxel 

size. 

 

 

Patient 

number 

xy 

rotation  

(degrees) 

yz 

rotation 

(degrees) 

zx 

rotation  

(degrees) 

x 

translation  

(mm) 

y 

translation    

(mm) 

z 

translation    

(mm) 

1 0.45 0.34 0.11 0*0.9 2*0.9 0*0.9 

2 0.11 0.22 0.45 1*0.9 1*0.9 2*0.9 

3 0.12 0.45 0 0*0.9 1*0.9 1*0.9 

4 0.23 0.78 0.23 1*0.9 0*0.9 2*0.9 

5 0 0.56 0.56 1*0.9 1*0.9 2*0.9 

6 0.79 0.78 0.9 0*0.9 1*0.9 1*0.9 

7 0.34 0.12 0.12 0*0.9 1*0.9 1*0.9 

8 0.56 0.68 0.22 0*0.9 2*0.9 1*0.9 

9 0.11 0.67 0.11 1*0.9 1*0.9 1*0.9 

10 0.56 0.45 0.23 0*0.9 2*0.9 1*0.9 

Average 0.33 0.51 0.3 0.4*0.9 1.2*0.9 1.2*0.9 

 

Table 20 shows that there is good behavior of the algorithm when resolution changes for 

patients of  T1 to T2 weighted MRI modality. The absolute differences in the final 

adjustment values are around the 1 voxel size of 0.9 mm. The patient data were acquired 

at different examination times and were stored with the patients id number at the database 

of the Cleveland Clinikc Foundation. For rotational adjustment the differences are about 

0.5 degrees whereas for translational adjustments are in the range of 0.4 to 1.2 voxel.  
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Table 21: Absolute differences in adjustment values per iteration for patient 3 between 

full and half resolution  “different times”  T1-T1   registration experiments. 0.9 mm is the 

voxel size. 

 

 

Iteration 

number 

xy 

rotation 

(degrees) 

yz 

rotation  

(degrees

) 

zx 

rotation 

(degrees) 

x 

translation  

(mm) 

y 

translation 

(mm) 

z 

translation   

(mm) 

1-6 0.1 0.1 0.11 0*0.9 1*0.9 1*0.9 

7-12 0.34 0.34 0.11 1*0.9 0*0.9 1*0.9 

13-18 0.9 0.11 0.11 0*0.9 1*0.9 0*0.9 

19-24 1.24 0.11 0.11 0*0.9 0*0.9 1*0.9 

Average  0.64 0.17 0.11 0.25*0.9 0.5*0.9 0.75*0.9 

 

Table 21 shows the dynamic behavior of the algorithm with regards to the number of 

iterations and the change of resolution for patient 3 and T1 to T1 weighted MRI imaging. 

taken from the database of the Cleveland Clinic Foundation. The good behavior  during 

the registration procedure stands throughout the registration iteration loop.  
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Table 22: Absolute differences in adjustment values per iteration for patient 3 between 

full and half resolution  “different times”  T1-T2  registration experiments. 0.9 mm is the 

voxel size. 

 

 

Iteration 

number 

xy 

rotation  

(degrees) 

yz 

rotation  

(degrees

) 

zx 

rotation  

(degrees) 

x 

translation  

(mm) 

y 

translation  

(mm) 

z 

translation   

(mm) 

1-6 0.12 0 0.34 0*0.9 0*0.9 0*0.9 

7-12 0.11 0.56 0 1*0.9 1*0.9 1*0.9 

13-18 0.12 0.45 0 0*0.9 1*0.9 0*0.9 

19-24 0.12 0.45 0 0*0.9 1*0.9 1*0.9 

Average  0.12 0.37 0.09 0.25*0.9 0.75*0.9 0.5*0.9 

 

Table 22 shows the dynamic behavior of the algorithm with regards to the number of 

iterations and the change of resolution for patient 3 and T1 to T2 weighted MRI imaging. 

taken from the database of the Cleveland Clinic Foundation. The good behavior  during 

the registration procedure stands throughout the registration iteration loop.  

Figures 13 to 14 illustrate the “different times” T1-T1 experiment for patient 7.  The T1 

image volume of the first imaging date is used as the reference for this experiment.  The 

surface rendering of this volume appears in figure 13. Figure 14 shows the scans  4, 10, 

and 16 of the corresponding MR study. 
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Figure 13 : T1-T1 “different times” registration experiments example. Top (a): Reference 

T1 volume. Bottom left (b) : Reslice T1 volume before registration. Bottom right (c) : T1 

volume after registration  

 

 

For figure 13 we have used the AVS renderer software package to work with the MR 

scans from the database of the Cleveland Clinic Foundation. We have first collected the 

scans nd defined the reference and reslice study. We rendered with the isosurface 

rendering the reference study(a) and also the reslice study prior to registration(b). Then 

we  applied the registration algorithm and created the MR scans after registration for the 

reslice study. Finally we rendered the reslice MR study (c). The areas of noise which 

remain after classification and thresholding are also rendered and it has been found that 

they do not affect the accuracy of the method.   

 

 

 

 

 

(b) (c)  

     (a) 
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Figure 14 : Illustration of the “different times” T1-T1 three dimensional registration 

experiments. First row (a) : Scans #4,10,16 of the reference image study. Second   row 

(b) : Scans #4,10,16 of the reslice image study before registration. Third   row (c) : Scans 

#4,10,16 of the reslice image study after registration. Fourth row (d) : White areas show 

the areas of mismatch between the studies of rows 1 and 3.  

 

4.4 Evaluation of the method  

Using  the  results  presented  , conclusions  regarding the accuracy and the surface 

matching nature of the method  and the effect of imaging resolution will be drawn. 

Additionally to the evaluation of the results some more measurements that refer to the 

effect of  non-overlapping segments in the two volumes will be presented. Finally some 

(a) 

(b) 

(c) 

  (d) 



 

 94 

remarks on the ability of the method to perform non – rigid body registration will be 

given.  

 

The accuracy of the method for T1-T1 and T1-T2 MR image three-dimensional 

registration was evaluated using the “10 displacement” technique that gave rotational and 

translational errors less than 1 degree and 1 voxel. 

 

The following cautionary remarks should be noted: 

a) The translational error computed by the “10 displacement” method is affected by the 

quantization effect due to the nearest integer implementation of the geometric 

transformations.  The result of this effect on the error cannot be accurately estimated. The 

error can be corrected with the incorporation of the trilinear interpolation routine in the 

geometric transformations routine.  

 

b)  Both rotational and translational error estimates for the “10 displacement” technique 

are acquired under ideal conditions, since the rotated and translated volumes have exactly 

the same signal areas with the reference ones-something that can never occur in real-life 

experiments.  Some measurements that refer to the effect of non-overlapping segments on 

the accuracy of the method will be presented later in this chapter. 

 

Safer  conclusions  can  be  drawn  regarding  the  surface  matching  nature of the 

method.  Several results in the previous chapter showed that  the behavior of the method 

is not affected by the differences in signal intensities in the two volumes.  When going 

from T1-T1  to T1-T2 “different times” experiments, the final adjustment values and the 

adjustments with each iteration do not change significantly.  The same holds for the 

errors as computed with the “10 displacement” technique: these do not deteriorate when 

studies of different signal intensities are registered.  This result  shows also either the 

suitability of the fuzzy c-means for surface definition with MR data or the insensitivity of 

the method to noise and minor surface differences. Additional studies regarding the effect 

of noise on the performance of the method are needed. 
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Deterioration in the imaging resolution was not found to affect significantly  the 

performance of the method as  measured by the rotational errors.  More studies with the 

use of floating point operations for translations and also with volumes with voxel size of 

3.6 mm should be made to investigate the  extent of this effect.  The ability of the method 

to perform well at lower resolutions is an important feature because it increases the speed 

of the registration procedure.   

 

The “10 displacement”  experiments  were  performed  under ideal conditions, given that 

the two volumes had exactly the same signal area. To investigate the effect of non-

overlapping segments on the accuracy of the method,  experiments with volumes from 

different parts of the head were performed.  These experiments used the T1 and T2 data 

from the first imaging date of patient 1 and geometric transformation  1.  The presence of  

non-overlapping segments along the z dimension was assured by using  scans 1-10 for the 

T1 study and  scans (1+i) - (10+i) for the T2 study with i=0...9.  All the experiments were 

performed at half resolution using a voxel size of 1.8 mm.  The number of the experiment 

and the scans used for each study appear in table 23.  The errors computed for each 

experiment and for each transformation  parameter  are shown in table 24.  Although  this 

result is preliminary and further analysis of the effect of non-overlapping segments effect 

is needed, the following two points are of interest: 

a)  The  presence of non-overlapping segments along the z dimension affects the z-

translation error, which stays constant and close to zero, whereas it should follow the 

increase in the extent of the non-overlapping segments.  The presence of non-overlapping 

segments also increases the xy  plane rotation error for areas of non-overlap more than 3 

layers of non-cubic voxels.  No effect on the x and y translation errors seems to exist.   

b)  Non-overlapping segments along the z axis did not affect yz, zx plane rotations.  This 

result could be attributed to the fact that the rotation of the reslice volume is artificial and  

is performed after the interpolation, whereas in a real experiment, slicing and 

interpolation along the z axis are performed after the rotations.   
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More studies are needed to investigate whether the above observations are correct.  As it 

will be shown in chapter 6 with the incorporation of projections we have managed to cut 

the images and create non overlapping segments and at the same time maintain the 

accuracy.  

Table 23:  Numbers of scans from each study used for the 10 non-overlapping segment 

experiments. 

 

Experiment T1 study scans T2 study scans 

1 1-10 1-10 

2 1-10 2-11 

3 1-10 3-12 

4 1-10 4-13 

5 1-10 5-14 

6 1-10 6-15 

7 1-10 7-16 

8 1-10 8-17 

9 1-10 9-18 

10 1-10 10-19 
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Table 24: Final adjustment errors per transformation parameter for the non-overlapping 

segment experiments. 

 

Exper # xy rot 

(degrees) 

yz rot 

(degrees) 

zx rot 

(degrees) 

x trans 

(voxels) 

y trans 

(voxels) 

z trans 

(voxels) 

1 -1.03 0.14 -0.86 1 -1 -1 

2 -0.69 0.65 -0.41 0 0 1 

3 -1.59 0.93 -0.18 0 1 1 

4 -3.39 0.59 -0.07 0 0 1 

5 -5.08 -0.19 0.38 0 1 1 

6 -6.77 -0.3 -0.52 0 1 1 

7 -7.22 -0.07 -0.52 0 1 1 

8 -7.78 -0.64 -0.07 0 2 1 

9 -7.33 -0.3 0.71 0 2 2 

10 -6.99 -0.3 0.48 0 3 2 

 

 

4.5  Comparison with Mutual Information methods 

We have performed a high number of experiments and we have shown  [131,154] that the 

method: 

• Gives accuracy better than 0,5 degrees and 0,5 voxels. Mutual Information 

Methods show accuracy more than 0,5 degrees or voxels and less than 1 in 

average.  

• Does not stop converging because of local minima. Mutual Information methods 

are affected by local minima.  

• After thresholding the majority of the pixels/voxels contributing to the 

computation of the registration function are from the signal area of the two 

images. For this reason,  the method is not affected by noise and  it can be used as 

a main method for image registration considering the surface as the main 
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characteristic. As we will show in chapter 6 the use of an amplifier of the ratios as 

a preprocessing step can give the impression that we do not affect the image in 

preprocessing with regards to background as Mutual Information methods do 

also.  

• We have improved the Mutual Information Method throughout the chapter with 

the use of minimal binary information with the images.  

 

4.6  Non-rigid body registration 

Another aspect of our method that needs to be investigated is how well it can perform 

non-rigid body registration.  The non-rigid body registration algorithm works as 

following: 

• The signal areas are segmented from the background areas in the same way as the 

rigid case. It must be noted here that the threshold can be user defined and not 

necessarily automatically computed.  

• A local elastic geometric transformation model presented in [126,127] that uses 

cubic B-splines is used.  The local B-spline deformation model is obtained by 

using a scaled version of the B-splines : g(x)=x+ ∑
⊂

−
N

ZIcj

nmj jhxc
ε

β )/(   where n m  is 

the degree of splines used, and h is the knot spacing.  

 

• The h parameter of the model is defined as h=32 for image dimensions  256x256 

and the splines are cubic B-splines .  

• The registration function is minimized  iteratively in the same way as in the rigid 

body case with n=4 for A=18 in the range of values of the geometric 

transformation parameters.  

One parameter is adjusted with each iteration. The effort of the parametric methods is to 

reduce the number of degrees of freedom for the definition of the energy term of the 

registration problem. Instead of defining a displacement vector for each vector parametric 

methods define a set of basis functions (like B-Splines) which deal with the non rigid 
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registration problem. The functions may have global or local support and define the 

limitations on the solution of the problem. 

 

For non-rigid registration the 2D form of the method has been implemented.  The MR 

scan was transformed using the local geometric transformation model and then registered 

using  the method. 

Figure 15 shows  an example of the non-rigid registration experiment. The result is after 9 

iterations per parameter of the registration algorithm. 

The following points are of interest: 

• The ratio image uniformity method has been presented by Woods [144] for 

registration of warped images using a global model. We have applied the method 

with the binary areas using models with local support.  

• The method can adjust with binary areas for large deformations and warpings.  

• The registration function works at small local binary areas in  the image with 

efficiency and does not stop to local minima.  

• The order of the registration function computation at the n=4 Chebyshev points 

can change. (1,2,3,4) or (1,3,2,4).  

• We have implemented the non rigid method with the binary projections but the 

method converges to local minima caused by noise points external to the signal 

area.  

• This method has been cited in [155].  
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Fig.15 Areas of non overlap  up to the first 9 iterations  (rows a-d) show the dynamic 

behavior of the algorithm.  

 

(a) 

 (b) 

 (c) 

  (d) 
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4.7 Conclusions  

We have presented the main characteristics of the method for registration experiments of 

2D and 3D images rigidly using binary areas and volumes.  

 

We have chosen experimentally the number of Chebyshev points for 2D and 3D 

registration. We presented the registration function curves as they are extrapolated per 

iteration. We performed worst case registration analysis and we showed that the error is 

within the 1 degree and 1 voxel and below 0,5 degrees and 0,5 voxels on average. When 

an even number of Chebyshev points is used we apply the maximum iteration rule to 

define the final error which oscillates around the correct registration position. We 

described the main registration procedure as it was implemented in the department of 

Musculoskeletal Radiology of The Cleveland Clinic Foundation. We used surface 

renderings to present the final results of the correct registration position. WE compared 

half with full resolution and we found out that the method works adequately in half 

resolution experiments compared to full resolution ones. We performed 2D non rigid body 

experiments and we showed that the method works locally with large elastic deformations 

of binary images.  

 

The method has the advantage compared  to signal intensity methods that it is able to 

perform multimodality image registration. Compared to surface fitting methods the 

method is not affected by noise which allows the incorporation of the 2D projection 

algorithm into a surface fitting registration scheme. The registration function works with 

non rigid giving a unique solution for small areas of local effect. Compared to Mutual 

Information methods for rigid registration the method has been shown not to be affected 

by misregistrations caused by local minima and to be able to maintain an accuracy of 

better than 0,5 degrees and 0,5 pixels. The method has also been shown to not be affected 

by resolution.  
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CHAPTER V 

RIGID REGISTRATION OF MEDICAL IMAGES  USING 1D AND 2D 

BINARY PROJECTIONS 

 

Image registration is a necessary procedure in everyday clinical practice. Several 

techniques for rigid and non rigid registration have been developed and tested and the 

state-of-the-art is evolving from the research setting to incorporate image registration 

techniques into clinically useful  tools. We have presented in Chapters 3 and 4 the 

application of the weighted ratio criterion to binary areas and volumes. In this chapter we 

develop a novel rigid medical image registration technique which incorporates binary 

projections on line segments and 2D areas. The novelty is that the method is signal 

intensity independent with the computation of the projections.  This technique is tested 

and compared to the standard Mutual Information (MI) methods. Results show that the 

method is significantly more accurate and robust compared to MI methods. The accuracy 

is well below 0.5 degrees and 0.5 mm. This method introduces two more improvements 

over MI methods: (1) for 2D registration with the use of 1D binary projections, we use 

minimal  interpolation; and (2) for 3D registration with the use of 2D binary projections 

the method converges to stable final positions, independent of the initial misregistration.  

 

The rest of this chapter presents 2D rigid registration of MR scans using 1D binary 

projections and 3D registration of MR volumes using 2D binary projections. The 

registration function used is the mean-squared-value of the weighted ratio of the  binary 

projections. In the section 5.1 a connection with the literature for projection based 

registration is given. In the section 5.2 the basic characteristics of the projection based 

registration methods are given.  In Section 5.3 a full set of results for 2D and 3D 

registration are presented together with detailed comparisons with MI methods.  Finally, 

we discuss and draw conclusions on the proposed methods and indicate areas for future 

work.   
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5.1  Theoretical aspects of the chapter  

Image registration is the process of geometrically aligning two images so that 

corresponding voxels/pixels can be superimposed on each other. There are several 

applications of image registration[1].  Examples include remote sensing, medicine, 

cartography, and computer vision.  

 

The majority of image registration methods are based on the use of a similarity/disparity 

criterion which, when the two images are brought to register, is maximized/minimized. 

Numerical analysis techniques are used to maximize/minimize the similarity/disparity 

criterion. There are many different criteria, with Mutual Information(MI) being the 

standard since it is quite accurate for rigid body registration and does not require any 

image segmentation prior to registration. 

 

Image registration is an active research field and in recent years image registration 

methods have evolved from the research setting, to being incorporated into clinically 

useful software tools [6].  The image registration methods can be in general divided into 

rigid and non-rigid. Rigid registration techniques adjust for rotations and translations only 

(six parameters for the 3D case). This is the case with rigid brain scans.  Non-rigid 

techniques assume a nonlinear transformation model and can adjust for image warping. 

Warping occurs usually due to the soft tissue deformations of the body organs between 

different scans [6].  Medical image registration techniques are also categorized according 

to the type of features they use for registration. Surface-based techniques rely on the 

characteristics of the surface of the registrable objects while volume-based techniques use 

the full volume information. West et al [7] define as volume-based “any technique which 

performs registration by making use of a relationship between voxel intensities within the 

images and as surface-based, any technique which works by minimizing a distance 

measure between two corresponding surfaces in the images to be matched”. According to 

Slomka et al. [6] volume- or voxel-based techniques are more robust and accurate 

because they do not rely on the preprocessing of the images for being accurate. This is 
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especially the case for the MI methods. These methods rely on maximizing the amount of 

information sharing between the two images to be registered.  According to Bardera [8] 

“MI methods have become a standard reference due to their accuracy and robustness.”  In 

Liao et al [9] surface matching and MI methods are compared and the conclusion is that 

the surface matching registration algorithms could be followed by a few iterations of a 

MI algorithm for better accuracy. Improvement of the standard MI algorithms is an active 

research field and the effort is to use a combined approach that does not rely on voxel 

values only, but incorporates geometrical or regional features for computation of the MI 

[8, 10, 11, 12, 13].    

 

The type of problem which is solved by the registration algorithm is another 

categorization criterion. The methods may be suitable for image-to-image space 

registration (3D-3D, 2D-3D) or physical to image space registration. 3D-3D methods 

register image volumes to image volumes (MR-MR, CT-MR, (positron emission 

tomography) PET-MR, Ultrasound-MR [6,7,14]. 2D- 3D registration techniques register, 

for example, one or more intraoperative X-ray projections of the patient and the 

preoperative 3D volume [15,16]. Physical to image space registration is similar to 2D-3D 

registration but may use interventional techniques like bone-implanted markers for 

patient to image registration [17].  

 

In this chapter we follow a novel approach to the medical image registration problem. We 

propose, test and compare to the standard MI methods a method which relies on the 

computation of the weighted ratio with the use of  binary projections of the 2D or 3D 

images  on lines and registrable areas.   

 

Several techniques for signal intensity projection based image registration have been 

developed [128,129,130].  The most relevant work to this report is the method presented 

in Khamene et al [128]. In this work the registration problem is analyzed into the sub-

problems of registering, using signal intensity based algorithms and criteria, the rendering 

projections of the two volumes along the three axes and adjusting the two volumes 
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according to the projection-based computed registration parameters. In this work, we use 

a different similarity/disparity measure and a different iteration loop which have been 

shown to be very accurate and robust for volume based registration [131]. The 

similarity/disparity measure allows us to use binary (shadowing) projections and not 

renderings simplifying the hardware limitations for projection computation presented in 

Khamene et al [128].  

 

Another projection-based technique for 3D-3D vascular registration is presented in Chan 

et al [129]. In this technique the 3D-3D registration problem is transformed into multiple 

2D-3D vascular registration problems. The 2D images are the Maximum Intensity 

Projection (MIP) images (gray scale signal intensity images) which are first generated for 

the reference volume along the three axes. At each iteration three binary projections from 

the segmented binary floating volume are compared and registered to  the corresponding 

MIPs. The similarity measure used is the sum-of-squared-differences. 

 

A projection-based 2D-2D image registration technique in the presence of fixed pattern 

noise is presented in Cain et al [130]. In this method the 1D projections along the two 

axes are computed by accumulating pixels along the two main axes of the 2D image. The 

horizontal and vertical components of the shift are then computed using 1D cross-

correlation. They show that the method is very robust in the presence of temporal and 

spatial noise and computationally efficient compared to the 2D correlation based shift 

estimator. 

 

The goal of this work is to develop and test a registration solution that will be able to 

address different forms of the registration problem using a common registration logic. 

The common logic is to use a simple registration criterion which utilizes minimal 

information. We also implement  a novel  and easy to understand iteration loop which, in 

comparison to other minimization techniques, makes it easier to register images with less 

information used. In this context, the motivation is the need to produce a well engineered 

registration system of methods for 3D-3D rigid body registration (volume and projection 
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based), 2D- 3D registration and non-rigid body registration. By well engineered we mean 

that we will be able to address the main registration algorithm problems which are 

accuracy and convergence.  We want to research the goodness of the  registration 

algorithm convergence criterion in relation to the accuracy desired and the data set used. 

For example we want to find out how many iterations have to be taken for the registration 

algorithm to converge.  

 

5.2 Materials and Methods 

The registration function used was first introduced for 3D rigid volume registration   

[131,132]. It was  defined as follows: Given two superimposed non-registered images 

two types of areas can be identified: (1) areas where signal voxels/pixels are 

superimposed on other signal voxels/pixels; and (2) areas where signal voxels/pixels are 

superimposed on background voxels/pixels. The registration function is the mean squared 

value of the weighted ratio image. This ratio is computed on a voxel per voxel basis and 

weighting is performed by setting the ratios between signal and background voxels to a 

standard high value. The mean value is computed over the union of the signal areas of the 

two images.  For the evaluation of the accuracy of the method, 3D MR images from ten 

patients from the database of the Cleveland Clinic Foundation were used. The images 

were interleaved T1-weighted and T2-weighted studies. The T2 MR study was 

transformed using ten arbitrary rigid 3D transformations and then registered back to the 

T1MR study. The experiments were performed at half resolution of 1.8mm. 3-5 iterations 

per geometric transformation parameter for registration are needed. The nature of the 

similarity criterion is multi-resolution. When the resolution is halved both the high value 

areas and the area over which they are averaged are equally divided. The average 

rotational error was found to be 0.36 degrees and the average translational error 0.36mm 

giving sub-voxel accuracy. In no experiment convergence to a local minimum occurred. 

The method performed well in the presence of high noise areas. The method was 

extended in [133] for 2D non-rigid body binary  volume based registration using a local 

elastic geometric transformation model which uses cubic B-splines. The difference of this 
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paper with the above described work [131] is that instead of the full volumes/areas, the 

projections only are used for the computation of the registration function.  

 

The main steps of the method are: 

- Preprocessing of the MR data 

- Registration using projections 

 

The method is applied for 2D and 3D registration and has a different form for each case.  

 

5.2.1 2D Registration Method  

The data used consist of pairs of MR scans of the head which are provided registered. 

The images are preprocessed in order to separate the head area from the background area 

and using the head area the outer contour of the head is identified. Five different pairs are 

used. Four of these pairs come from the Harvard medical atlas database and are provided 

carefully registered on the internet [134]. The atlas contains images from various 

modalities and clinical cases and can be navigated in a user friendly way on the internet.  

This data set has been used in other Image Registration research papers for evaluation of 

the method [135].  

 

For 2D registration using 1D projections the scans correspond to 3D studies and the ones 

used were randomly selected from the cases of Acute Stroke, Multiple Embolic 

Infarctions, Multiple Sclerosis and Vascular Dementia. One additional scan pair consists 

of T1/T2 interleaved study scans from the database of the Cleveland Clinic Foundation.  

 

The preprocessing of the 2D scans was performed using the Bioimagesuite Software of 

Yale University [136]. Preprocessing consists of the following steps:  

 

 

 



 

 108 

- Median filtering to reduce the level of the noise with window size of 3 (this step is 

necessary for the Cleveland Clinic Foundation scans which are more noisy). 

 

- C-means segmentation with 3 clusters. The purpose of the C-means algorithm is 

to compute, for a given data set x[1...n], the optimal values of the centers V[1...c] 

of k clusters, by using the c  memberships assigned to each data element 

u[1...n,1...c] and by minimizing iteratively a within-groups sum-of-squared-errors 

function. It is included as a standard choice for segmentation in the Bioimagesuite 

Software. The value of 3 clusters was found to give better threshold for the 

separation of signal from background area than the value of 2 clusters. A 

presentation of C-means is given in [123,124]. We found through experimentation 

that the use of 3 clusters better outline the head area.  

 

- Region growing for background connection and hence head area and contour 

extraction. We use the method included in Bioimage Suite.  

 

The effort in the preprocessing step was to introduce minimum non-registrable areas 

which affect the registration accuracy. Figure 16 shows the scan pairs for the five cases 

and the areas of non-overlap after preprocessing. It shows scans used for the registration 

experiments and the non-overlap image prior to registration, showing left to right the 

reference image, the reslice image and the areas of non-overlap prior to the application of 

the initial misregistration.  
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Figure 16 : Scans used for the registration experiments and the non-overlap image prior 

to registration, showing left to right the reference image (f), the reslice image (g) and the 

areas of non-overlap (h) prior to the application of the initial misregistration.  

(f) (g) (h) 
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The 2D registration method works in the following way (see below Algorithms 1 and 

2):  

• After preprocessing, the contour pixels of the two images are projected along the 

x- and y-axes giving two sets of x- and y-projections. They are then rotated by θ 

degrees and projected onto the x-axis giving a set of θ degree projections. The 

projection of the reslice image is part of the iteration loop whereas the projection 

of the reference image is performed only once. Projections are incorporated into 

the geometric transformation function.  

• The minimum and maximum values of x- and y-coordinates of the nonzero pixels 

of the geometrically transformed data set are computed and the 1D projections are 

created by padding the in-between ranges [xmin, xmax], [ymin, ymax], [xθmin, 

xθmax] with a standard non-zero value. The min and max values refer to the 

minimum and maximum projection along x, y and angular directions.   The 

projections have double the dimension of the image in order to cope with the out-

of-the-imaging area rotations and translations.  

• For registration of translations the sum of x- and y-projections is used whereas for 

the registration of the xy-plane rotation the θ degree projections are used. The 

registration function is the 1D equivalent of the volume based definition given 

above.  

• The way that we compute the projections allows us to avoid the use of 

interpolation within the geometric transformations. Instead of interpolation a 

computation of minimum and maximum x- and y-dimensions is performed.   

 

One of the two images is defined as the reference image. The other image is aligned to 

the reference and is referred to as the reslice image because in the 3D registration case it 

has to be resliced after alignment.  

 

The main iteration loop is entered and one of the N=3 geometric transformation 

parameters is adjusted with each iteration.  
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 For this parameter the reslice image is transformed at n Chebyshev points in the 

transformation units interval [-18, +18] and for these points the registration function is 

computed explicitly. As reported in [41] a Chebyshev approximation may be sufficient 

when the function is analytic and then no least-squares based function approximation is 

necessary. The transformation units are degrees for rotations and pixels for translations. 

The approximated function has a point of minimum which is considered as the 

adjustment value of the geometric transformation parameter. Using this value, the reslice 

image is transformed.   

 

The adjustment values computed for each transformation parameter in different iterations 

are summed to give the final adjustment value. In  Chapter 4  we have presented curves 

of the registration function and we showed that the point of minimum is unique. 

Convergence for a transformation parameter is achieved when two iterations which adjust 

this transformation parameter give adjustment values less than one transformation unit. 

 

It is clear from the above that the value of θ which registers the 2D rotation is a 

parameter of the algorithm. Extensive experiments showed that the value is not steady for 

all initial transformations and should be varied and the registration results compared in 

order to get the best registration result. The range of the variation of this angle used for 

the results in this report is 40 to 50 degrees for the usual orientation of the reference 

image which is parallel to the y-axis. If the reference image is significantly rotated 

relative to the y-axis, then a measurement of the angle of the rotation of the axis of 

symmetry of the image is performed and the θ range is adjusted accordingly. Eleven 

angles in the range 40-50deg separated by one degree (40, 41, 42,…,50)  are used to 

evaluate the best θ by performing an exhaustive search of the projection angles.  

 

Another form of the 2D registration method incorporates multiple projections for 

rotational adjustment into the iteration loop. In order to incorporate multiple projections a 

decision has to be made at each iteration about the best projection. It was found that this 
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decision cannot be projection based. The reason for this is that the projection based 

sequential execution of the full algorithm is based on selecting the final best result after 

visual inspection of all the final results. For the automated form of the algorithm [131] 

the full area-based criterion was found to be robust and accurate. This criterion was used 

for the incorporation of multiple projections into the iteration loop.  

 

The implementation of the incorporated projections method uses two sets of projections 

with each rotational iteration, one at 40-50 degrees and one at -50 to -40 degrees. The 

best result from these two sets is kept as the correct result. The algorithms used are: 

 

Algorithm 1: 2D image registration using binary projections and repetitive execution 

 

For θ = 40,50 degs with step 1deg 

    Step 1 : Define R  as reference image and B as reslice image 

    Step 2:  Compute x,y and θ deg projections for A 

    For each of xy rotation, x translation, y translation:  

               Step 3 : Transform B at n Chebyshev points positions. 

               Step 4 : For each Chebyshev point:  

                                              compute x , y and θ deg projection of B 

                                              compute the registration function 

                           End For (Chebyshev Points) 

               Step 5 : Approximate using Chebyshev polynomials and compute the point of 

minimum   

              Step 6 : Adjust reslice image to the point of minimum 

              Step 7 : With 2 less than one adjustments per transformation exit.  

     End For (transformations) 

End For θ 

Choose the best registration of all thetas.  
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Algorithm 2: 2D image registration using binary projections with inclusion of theta 

selection in the iteration loop 

 

    Step 1 : Define R as reference image and B as reslice image 

    Step 2:  Compute x,y and θ deg projections for R 

    For each of xy rotation, x translation, y translation:  

              For θ = [40,50]-[-50,-40] degs with step 1deg 

               Step 3 : Transform B at n Chebyshev points positions. 

               Step 4 : For each Chebyshev point:  

                                              compute x , y and θ deg projection of B 

                                              compute the registration function 

                           End For (Chebyshev Points) 

               Step 5 : Approximate using Chebyshev polynomials and compute the point of 

minimum   

              

             Step 6 : For xy rotation compare results for thetas using the full area based  

                         registration function[17]  

             Step 6 : Adjust reslice image to the point of minimum 

             Step 7 : With 2 less than one adjustments per transformation exit.  

             End For theta    

  End For (transformations) 

 

 

For the 2D case registration is performed using a two step registration procedure when 

the projections are not incorporated in the iteration loop. The first step of the procedure 

aims at bringing the two scans rotationally close as determined by the visual inspection of 

the result. This step is considered successful if after the step the scans are rotated to each 

other by less than 10 degrees.  
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The first step is performed in the following way: an initial registration is performed with 

n=5 Chebyshev points in the interval ([-18,+18]) (A=18)  with projection angle θ=45. In 

most cases this step brings the images sufficiently close. But there are cases when this 

step fails to register and therefore a search in the space of [A, θ] starts in order to find the 

range and angle which achieve this goal. First A is increased to A=36 or A=50 and if still 

a failure occurs a search in the projection angle space starts with θ scanning the [40º, 50º] 

interval or in one case even the [-40º, -50º] interval with steps of 1 degree. Once a 

successful first step occurs the adjustment of this step gives the initial misalignment for 

the second step.  

 

The second step uses the parameter A=9 with n=5 Chebyshev points and it performs 11 

repetitive registrations in the interval [40º, 50º] with one degree step projection angle 

choosing at the end the result with minimum rotational error. The characteristic of the 

second step is that in all cases the rotational error produced by the first step is reduced 

and that in all cases the rotational error is less than 1 degree. In fact in most cases the 

error is close to zero.  

 

The calibration is based on the fact that when the first step fails the images are 

misregistered by large angles. The errors are compared with the initial misregistration of 

the image which is known. The calibration step is not necessary when the projections are 

incorporated in the iteration loop where no first step is necessary since overall no local 

minima occur.  

 

 

 

5.2.2 3D Registration Method 

The method was also implemented for 3D-3D registration of MR volumes using 2D 

parallel projections.  The data used for the 3D experiments also come from the Harvard 

Medical Atlas database (five patient cases).  
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The basic characteristics of the 3D registration method are (See below Algorithm 3): 

 

• The two volumes to be registered are provided as a set of 2D scans with non-

cubic voxel size of 1x1x5mm. For this reason, in order to create the cubic voxel 

volumes a tri-linear interpolation routine is used. For example, for a volume of 25 

scans a cubic voxel volume with dimensions 256x256x120 is created. 

 

• The two volumes are then preprocessed in order to create the binary volumes. 

This is done by thresholding using the k-means segmentation with 3 clusters. For 

the MR data used in this report this procedure gives a threshold value of around 

20 (the data is unsigned char).  

 

• The main iteration loop is then entered. With each iteration one of the six 3D 

transformation parameters (xy plane rotation, yz plane rotation, zx plane rotation, 

x-axis translation, y-axis translation, z-axis translation)  is adjusted. The 

adjustment is according to the variance of the weighted ratio disparity measure as 

computed by the projections of the two volumes. The minimization method is 

again Chebyshev polynomial based with 5 Chebyshev points in the interval [-9, 

+9] for all transformation parameters.  

 

• The full volume is transformed with all transformations and trilinear interpolation 

is used for the computations.   

 

The data used for the testing of the method are from the Harvard database and 

specifically from the cases of Alzheimers, Aids dementia, Multiple infarctions, Acute 

stroke and Multiple sclerosis. The basic results are given in the following section. For the 

testing of the method one of the two volumes was initially de-registered using a standard 

set of 10 random 3D geometric transformations and then registered using the method. 

The errors were then computed. The 3D registration algorithm is: 
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Algorithm 3 : 3D registration algorithm using 2D binary projections  

Step 1 : Define A as reference image and B as reslice image 

    Step 2:  Compute x,y,z 2D binary projections for A 

    For each of xy rotation,yz rotation, zx rotation, x translation, y translation,z 

translation:  

               Step 3 : Transform B at n Chebyshev points positions. 

               Step 4 : For each Chebyshev point:  

                                           compute x , y and z  projection of B 

                                              compute the registration function 

                           End For (Chebyshev Points) 

               Step 5 : Approximate using Chebyshev polynomials and compute the point of 

minimum   

              Step 6 : Adjust reslice image to the point of minimum 

              Step 7 : With 6 less than one adjustments per transformation exit.  

     End For (transformations) 

 

 

The above methods were compared to the Mutual Information and Normalized Mutual 

Information methods  which are included in the Bioimage suite software package. The 

theoretical aspects of Mutual Information methods have been presented in Chapter 2. A 

good presentation can be found in Pluim et al [47]. Mutual Information is an Information 

Theory measure which when maximized it maximizes the amount of information, image 

A contains about image B, or interchangeably image B about image A. This 

maximization of information brings the images into register.  
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5.3  Experiments and Results 

5.3.1  2D Experiments 

Using data from the five 256x256 scan pairs described above, a total of 100 2D 

experiments for the alignment of differently-weighted axial MR scans were performed. 

These experiments were conducted according to the following rules (where all the 

experiments were performed at full resolution): 

 

One of the two scans was used as the reference scan. The other scan was considered to be the 

reslice scan. The latter was rotated and translated using a standard set of 20 2D geometric 

transformations and then registered to the reference scan, giving 20 registration experiments per 

case. For this reason these experiments are referred to as ‘20 displacements’ experiments. The 

geometric transformations parameters were randomly selected using a random number generator 

in the range [-45, 45°] for the xy rotation and [-30,30] mm for x and y translations. The 2D 

geometric transformation set is shown in Table 25. 

For the two stage experiment we gave a different angle θ between 40 and 50 degrees,  with each 

execution of the 2D registration algorithm. We stored the  final error for each value of theta na 

dwe chose the smallest error as the correct registration. For the one stage registration experiments 

the change of thetas was incorporated in the iteration loop and the algorithm gives one final 

adjustment value.  
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Table 25: 2D geometric transformation set. The range is -45 to +45 degrees for rotations 

and -30 to +30 mm for translations.  

 

Transformation 

number 

XY rotation X translation Y Translation 

1 -40.08 7.2 0.23 

2 21.37 -9.41 -19.11 

3 -16.18 -10.88 -11.62 

4 34.8 -5.23 2.31 

5 -2.67 10.11 27.22 

6 -32.64 -6.45 -20.83 

7 -14.4 -17.08 12.91 

8 -36.15 0.21 -16.41 

9 33.23 -26.32 0.55 

10 20.6 16.71 -23.55 

11 -25.82 24.21 -25.2 

12 -37.63 -23.64 -7.72 

13 8.17 26.23 -13.42 

14 7.09 12.88 -8.11 

15 -44.71 0.55 29.63 

16 24.54 29.72 2.83 

17 -36.06 -5.65 16.94 

18 -28.42 -19.11 9.08 

19 15.82 13.62 16.41 

20 0.35 -5.55 17.74 
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Table 26 shows the average errors for the 20-displacements experiments for each of the five 

cases.  

The processing time of the method is 1-2 seconds on a HP A6240 Intel Quad Core 2.4GHz  PC 

with 2 GByte Ram.  Of course the method can be implemented in parallel and give processing 

time less than 1 second.   

 

Table 26: Mean Errors ( per 20 experiments ) for each of the five scan pairs of Figure 1 with 

repetitive execution of the full program.  

 

 Type of 

MR/MR 

experiment 

Rotational 

error 

(degrees) 

Translation  

error 

(pixels) 

Accute Stroke T2/PD 0.91 0.45 

Multiple Sclerosis T2/PD 0.095 0.72 

Vascular Dementia T2/T1 0.36 0.42 

Infarctions T1/PD 0.14 0.26 

Cleveland Clinic  T2/T1 0.12 0.47 

Overall Average Rotational Error 0.32  

Overall Average Translational Error  0.46 

 

 

 

When the projections are incorporated in the iteration loop the results are similar to those 

obtained for sequential execution of the full registration algorithm. The errors are below 1 degree 

for rotations and 1 voxel for translations. The advantage of the method is that it does not have to 

be implemented in two steps since the problem of local minima is reduced. The results per 20 

experiments  show in Table 27. 
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Table 27: Mean Errors (per 20 experiments ) for each of the five scan pairs of Figure 1 with 

inclusion of the projection based selection into the iteration loop.                                            

 

 Type of 

MR/MR 

experiment 

Rotational 

error 

(degrees) 

Translation  

error 

(pixels) 

Accute Stroke T2/PD 0.57 0.47 

Multiple Sclerosis T2/PD 0.31 0.71 

Vascular Dementia T2/T1 0.31 0.38 

Infarctions T1/PD 0.22 0.37 

Cleveland Clinic  T2/T1 0.38 0.52 

Overall Average Rotational Error 0.35  

Overall Average Translational Error  0.49 

 

 

5.3.2  3D Experiments 

For 3D registration the results show the ability of the method to converge to the correct 

registration position independent of the initial misregistration. Table 28 gives the 10 

transformations used for deregistering the images. The range is between -30 to +30 

degrees for rotations and -10 to +10 voxels for translations. In order to perform the 

experiments we execute the 3D algorithm automatically and we measure the average 

error per case and the number of iterations needed to converge. The algorithm converges 

to stable final positions and further execution does not enhance accuracy.  
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Table 28: 3D geometric transformation set. The range is between -30 to +30 degrees for 

rotations and -10 to +10 voxels for translations. 

           

TRANSFORMATIO

N NUMBER 

XY 

ROT 

YZ 

ROT 

ZX 

ROT 

X 

TRANS 

Y 

TRANS 

Z 

TRANS 

1 -10.26 -6.94 -9.3 -9.2 -3.6 -3.98 

2 12.42 2.32 -3.7 -4.6 -9.6 -2.02 

3 -8.58 -4.38 1.9 8.4 6.9 -4.0 

4 19.26 -7.2 -1.9 -1.66 -8.0 1.97 

5 -26.58 -6.3 -2.16 -3.2 -7.6 0.0 

6 7.56 2.1 -7.6 0.0 -6.08 0.8 

7 -5.82 -2.2 2.8 -8.4 -5.72 2.0 

8 -5.04 4.2 -4.04 4.2 3.0 -2.0 

9 -15.66 -5.14 6.04 8.0 -6.04 1.6 

10 -9.24 6.44 -6.7 -0.5 1.48 3.2 

 

 

5.3.3 3D results for Acute stroke 

The total average absolute error is 0.19 degrees for rotations and 0.14 voxels for 

translations.  

 

For the transformation number 9 of the acute stroke case it was found that the 

convergence criterion of two less than one degree adjustments per transformation 

parameter was not adequate (gives YZ error 3.57degs) and for this reason it was 

increased to 6 less than one degree adjustments. This gives a total number of iterations 

between 44 and 53 and a YZ error for the specific case of 1.55.  If allowed to proceed 

further the method advances slowly to the correct position. The value of six is a 
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compromise for the necessity of producing all the results in this paper using common 

registration parameters.  

 

For the acute stroke case the projection based method was compared with the full volume 

method[131] using the same registration parameters [n=5, A=9] but different 

convergence criterion since two less than one degree or voxel iterations is sufficient for 

full volume adjustment. The total absolute error is 0.19 degrees for rotations and 0.4 

voxels for translations. The iterations needed are between 20 and 22. 

 

 

5.3.4 3D results for Alzheimers 

The number of iterations needed is between 43 and 51. The average error is 0.3 degrees 

for rotations and 0.35 voxels for translations.  

 

5.3.5 3D results for Aids dementia 

The number of iterations needed is between 42 and 50. The average error is 0.07 degrees 

for rotations and 0.11 voxels for translations.  

5.3.6 3D results for Multiple sclerosis 

The number of iterations needed is between 42 and 52. The average error is 0.11 degrees 

for rotations and 0.3 voxels for translations.  

 

5.3.7 3D results for Multiple Infarctions 

The number of iterations needed is between 43 and 50. The average error is 0.56 degrees 

for rotations and 0.44 voxels for translations.  
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5.4 Comparisons with other methods 

In order to evaluate the performance of the method in comparison with the state-of-the-

art, we performed experiments with the MI and the Normalized MI (NMI) methods using 

the same data. These methods are included in the Bioimage suite software and were 

chosen as they compare favorably to several other image registration methods. For the 2D 

case the main parameters of these experiments were the following: 

 

We use the conjugate gradient method for the iteration loop with the MI methods.  

We found that when using the same initial misregistration as in the projections methods both of 

the MI methods fail to converge to the correct registration position in several occasions. 

Therefore we limited these methods to an initial misregistration within the [-10,+10] units  

(degrees or mm).  

The projection based methods are more accurate than the MI methods even when starting from a 

wider initial misregistration interval. Both sequential execution of the algorithm several times and 

incorporation of the projections in the iteration loop make the registration method more accurate 

than the state-of-the-art MI methods even when those methods use a favorable initial 

misregistration. The MI method gives an  average rotational error of 0.399 degrees and an 

average translational error of 0.64mm. The NMI method gives an average rotational error of 0.45 

degrees and an average translational error of 0.65mm.  The projection method with repetitive 

execution of the program gives an average rotational error of 0.32 degrees and an average 

translational error of 0.46mm. The projection based method with inclusion of the projections 

within the basic iteration loop with the usage of the area for best projection selection gives an 

average rotational error of 0.36 degrees and an average translational error 0.49 mm. These results 

of all five 2D registration data sets are given in Table 29. 
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Table 29: Comparison results for 2D rigid registration experiments 

 

The processing time is the same for all methods: 1-2 secs on a  HP A6240 Intel Quad Core 

2,4GHz  PC with 2 GByte Ram. 

For 3D registration we compared again the projections method with the MI and NMI 

methods. The main parameters and results for these experiments are: 

 

We did not need to reduce the initial misalignment for the 3D experiments. We found that 

with the same initial misalignment intervals as in the 3D case, the MI methods are able to 

converge close to the correct position. We performed a thorough analysis of the final 

registration error with respect to the initial rotational misregistration. For the AIDS 

DEMENTIA case: 

For the NMI method the average rotational error is 0.57 degrees and the average 

translational error is 0.92mm. When the initial average rotational misregistration is 

greater than 5 degrees the average rotational error is 0.76 degrees and the final 

 Normalized 

Mutual 

Information 

Mutual 

Information 

Projections 

with 

Repetitive 

Execution 

Projections 

Included in the 

Iteration Loop 

Average 

Rotational Error 

(degrees) 

0.45 0.39 0.32 0.36 

Average 

Translational 

Error (mm) 

0.65 0.64 0.46 0.49 
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translational error is 1.35mm. When the initial misregistration is lower than 5 degrees the 

average rotational error is 0.33degrees and the average translational error is 0.4 mm. 

 

For the MI method the average rotational error is 0.6 degrees and the average 

translational error is 0.93mm. When the initial average rotational misregistration is 

greater than 5 degrees the average rotational error is 0.77 degrees and the final 

translational error is 1.33mm. When the initial misregistration is lower than 5 degrees the 

average rotational error is 0.38 degrees and the average translational error is 0.43 mm. 

 

Similar results were obtained for the other data cases. Table 30 summarizes the results for 

all cases.  

 

Figure 17 shows the scans of the Aids Dementia case and the areas of non-overlap after a 

3D registration case.  
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Figure 17 : Registered scans (a) and (b) columns  and areas of misregistration (c) for the 

AIDS dementia case. The errors are xy rot 0.27°, yz rot −0.34°, zx rot 0°, x transl 

0 mm, y trans 0 mm, z transl 0.05 mm.  

 

From the above it is obvious that the accuracy of the MI methods is worse than the 

projection method. It is also obvious that with MI the accuracy of the method depends on 

the initial misalignment. This does not happen for the projection method where the 

accuracy is independent of the initial misregistration. 

 

 

 

 

 

 

 

 

 

(a) (b) (c) 
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Table 30:  3D comparisons of the Mutual Information, Normalized Mutual Information 

and Projections methods. 

 Mutual Information Normalized Mutual Information Projections 

AIDS DEMENTIA    

rotational error 0.59deg 0.57deg 0.07deg 

translational error 0.93mm 0.93mm 0.11mm 

ALZHEIMERS    

rotational error 0.83deg 0.83deg 0.3deg 

translational error 1.09mm 0.99mm 0.35mm 

ACCUTE STROKE    

rotational error 0.7deg 0.72deg 0.19deg 

translational error 1.04mm 1.08mm 0.14mm 

MULTIPLE INFARCTIONS    

rotational error 0.76deg 0.72deg 0.56deg 

translational error 1mm 1.04mm 0.44mm 

MULTIPLE SCLEROSIS    

rotational error 0.7deg 0.67deg 0.11deg 

translational error 1.03mm 1.02mm 0.3mm 

AVERAGE    

rotational error 0.71deg 0.7deg 0.24deg 

translational error 1.02mm 1.01mm 0.27mm 
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The method converges to almost stable final positions. The standard deviation of the error is 

around 0,3 for the 2D registration for both rotations and translations. For the 3D case it  is 0,05 

for rotations and 0,2 for translations.  

The processing time of the projection based method at full resolution is 7-8 minutes on a HP 

A6240 Intel Quad Core 2,4GHz  PC with 2 GByte Ram. The MI methods implemented 

hierarchically in the Bioimage Suite implementation take about 2 minutes.   

From the above it can be seen that the 3D registration projections based method is more robust 

and accurate than the MI methods. 

A full comparison of the Mutual Information and Normalized Mutual Information with other 

image registration methods may be found in [6,11,47]. Based on these papers we chose these two 

methods to compare with.  

 

5.5 Discussion 

We see that by using disease data with the projection methods described in this paper we 

get better accuracy compared to state-of-the-art methods and it is clear when the 

convergence occurs. It is clear because no matter what the initial misalignment is, the 

algorithm converges to stable final positions. Another advance made in this chapter is the 

fact that the proposed algorithm for 2D-2D registration uses minimal voxel interpolation. 

With the use of other registration functions (i.e.  Sum-of-Squared-Differences, Cross 

Correlation, MI) the interpolation causes local minima and special techniques like high 

speed B-spline interpolation, low pass filtering and stochastic integration have to be used 

for their reduction or removal [137,138]. It was reported in a previous work [131] that 

with the use of full volumes, interpolation does not cause local minima to our registration 

method. In this work with the use of binary projections we use less information for 

registration, we minimize interpolation and still get a 100% convergence to the correct 

registration position. The preprocessing step affects more heavily the projection based 

method compared to the volume based method which was not affected by high noise 
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presence. The method is generally fast and it is not converges  always to the correct 

registration position. The preferred parameters were selected with experimentation and an 

effort has been made to be maintained the same since the first implementation of the 

algorithm.      

 

5.6 Conclusions 

A new robust method for 2D and 3D rigid registration using binary projections was 

developed and tested using MR scans of the head. The method for projections is signal 

intensity independent and it minimizes the use of interpolation in the geometric 

transformations algorithm.  

 

For the 2D case the accuracy of the method is better than 1degree and 1 pixel. In most 

cases the error is less than 0.5 deg and 0.5 pixels. The preprocessing of the images must 

be careful not to produce non-registrable areas in the contours to be registered (avoid for 

example repetitive median filtering in one of the two images). No interpolation is 

necessary for 2D registration with the use of binary projections. The registration function 

is not dependent on signal intensity distributions. The method is directly applicable to 

binary images and contours. The method is fast with a typical time of 1-2sec running on 

an HP A6240 Intel Quad Core 2,4GHz PC with 2GByte ram.  

 

The first results of a 3D projection based method have been given in this report. The 

accuracy of the method is better than 0.5 degrees for rotations and 0.5 voxels for 

translations. Compared to the full volume method [131] the method takes more steps to 

converge towards the correct registration position but remains as accurate. Minimal 

preprocessing of the images prior to registration is needed. The method is  more accurate 

and robust than standard MI methods. It converges to stable final positions independent 

of the initial misregistration.  
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The MI methods rely on minimizing the spread of the joint histogram for registration. In 

order to register non-rigidly transformed images the method presented in this report could 

be adopted to work with the projections of the joint histogram instead of projections of 

the images and tested accordingly. Further future work will include the application of the 

method for 2D/3D registration.  

In the next chapter we will see some applications of the method with reduced dimension 

images where the reference image has been cut at various levels.  We will also measure 

the performance of the method in multiresolutions. The initial application of the method 

to radiograph images will be presented. Some more results for non rigid registration will 

be given together with a method for 2D to 3D registration using free head motion.  
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CHAPTER VI 

IMAGE REGISTRATION APPLICATIONS 

 
In this chapter we present techniques which have been implemented with the 

development of the weighted ratio image registration method and have been used for 

registration of bone anatomy and quantitative evaluation of changes in alignment in 

radiographs, for hierarchical implementation of the registration algorithm, for 2D 

registration of reduced dimension images with no overlapping segments using the 1D 

binary projections, for 2D non rigid registration  and a 2D/3D registration system with 

free motion of the head. The application of the method in these problems can be 

improved in the future with more viable solutions.  

 

In Section 6.1 we will present the first application of the weighted ratio image 

registration method made which was with digitized radiographs of the knee and spine. 

We show some early results of the method before it was applied extensively to MR 

images of the head.  

 

In Section 6.2 we will give some more measurements for the performance of the 

algorithm at different imaging resolutions showing that the method is not affected by 

resolution. In this section there are also results with the application of the algorithm at 

different modalities (MR to CT and MR to SPECT).   

 

In Section 6.3 we cut the reference image along straight lines and register the reslice 

image to the reduced dimension image. Woods [35,36] uses a computer based solution to 

produce more cuts for final registration including curved geometry cuts. With the straight 

line cuts we have managed to register the reduced dimension images at numerous 

experiments using an experiment protocol similar to the full area registration 

experiments.  
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In Section 6.4 we give some more results for non rigid registration. Finally in section 6.5 

we give the report from the implementation of a 2D to 3D registration method with 

European program Panorama for free motion of the head in order to take views of 3D 

stereoscopic medical images in the 3D Viewnix software package environment.  

 

 

6.1 2D registration of Radiographs of the knee and the spine  

We present an algorithm for two-dimensional registration of musculoskeletal 

radiographic examinations. The technique determines a best match of bone anatomy by 

rotating and translating portions of digitized radiographs. For the radiographs alignment  

we used digitized radiographs from the database of the Cleveland Clinic Foundation.   

 

To align the two images the algorithm iteratively minimizes the variance of the weighted 

ratio of the two images. Ratios between signal and background pixels are amplified using 

an amplifier on the ratio image. Digitized x-rays of foot and knee phantoms were used to 

determine if this method could align bone structures taken in different degrees of rotation 

and translation. Clinical examples of spinal fusion were used to compare this new 

automated method and traditional manual methods. Figure 18 gives an example of the 

amplification weighting function for the weighted ratio image registration. Figure 19 

demonstrates registration of radiographs of a knee phantom taken in different degrees of 

rotation and translation. Figure 20 shows a method to evaluate changes in vertebral body 

alignment. We segmented the vertebral bodies and used the weighted ratio image 

registration method to register when they are in flexion and extension. These results 

showed promising but more studies are needed in order to assess the accuracy of the 

method for knee and spine registration.  
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Figure 18 : Example amplification weighting function (x pixel value, f(x) amplification). 

We amplify the ratios between signal and background up to a standard high value. 

 

 

Figure 19: Original images(a-b), registered image(c) and difference image (d) of knee 

phantom. 

 

(a) (b) (c) 

(d) 
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Figure 20: Outline of L4 and L5 vertebral bodies in flexion (a) and extension (b) in a 

patient status post attempted fusion. Registration (c) of L4 vertebral body shows motion 

at the L4-L5 level demonstrating incomplete fusion.  

 

 

6.2   Hierarchical Implementation  

The method described in Chapter 3 was applied for SPECT to MR and CT to MR 3D 

registration. A total of 60 3D single-resolution and 20 3D hierarchical multi resolution 

experiments were performed in order to estimate the accuracy of the method for cross-

modality registration and test the performance of the hierarchical implementation of the 

method. The purpose of this chapter is to show that the method works well with different 

modalities and at different imaging resolutions.  

 

6.2.1 3D SPECT-MR registration 

The  SPECT and  T2-weighted  MR  data   used  were obtained   through “The Whole 

Brain Atlas” web page of the Harvard Medical School  

(http://count51.med.harvard.edu/AANLIB/home.html).  The SPECT and MR studies 

came from a patient with metastatic bronchogenic carcinoma and are provided registered 

at  the whole brain Atlas web site. Each study has 24 scans.  

 

(b) (c) (a) 
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Using  this  data  a  total  of   60  three-dimensional experiments for alignment of a 

SPECT to an MR study were performed.  These experiments  were conducted according  

to the following rules: 

 

a) The  MR study  was  used  as  the  reference study.  The SPECT study was considered  

the reslice study. The latter was rotated and translated using a standard set of 10 three-

dimensional geometric transformations and then registered to the reference study, giving 

10 registration experiments.  For this reason these experiments will be referred to as “10 

displacements” experiments. The rotational parameters of the geometric transformation 

set were randomly chosen within -30 degrees to +30 degrees for  xy rotation, -10 degrees 

to +10 degrees for  yz and zx rotations, -10 to +10 mm for x and y translations and -5 to 

+5 mm for z translation.  

 

b) As we have also presented in Chapter 3 the Absolute Error (AE) per transformation 

parameter was defined as the absolute  difference of the adjustment value  from the  

transformation parameter value applied. The average of the  AEs  for the xy, yz, zx 

rotations was defined as the Absolute Rotational Error (ARE) per transformation and  

was computed in degrees.  The Absolute Translational Error (ATE)  per transformation 

was  computed in millimeters by averaging the  x, y and z translation AEs in voxels and 

then by  multiplying the average value by the voxel size (1.8 mm). The Average Absolute 

Rotational Error (AARE) per patient was defined as the average of the AREs from all 

transformations.  Similarly, the Average Absolute Translation Error (AATE) per patient  

was defined as the average of the ATEs from all transformations. 

 

The “10 displacements” registration experimental protocol is depicted in figure 20. 
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3D “10 DISPLACEMENTS” EXPERIMENTS 

(10 EXPERIMENTS PER DATA SET) 

 

 

 

 

 

 

 

 

 

 

 

Figure 20:  Experimental protocol used for the estimation of the 2D registration accuracy 

of the method for T1-T2 MR image registration. We apply the 3D geometric 

transformations to the 3D SPECT study and we bring it back to register using the 

registration algorithm. Finally we compute the registration errors.  

 

The “10 displacements”  experiments were first performed at 3 different resolutions 

(quarter, half, full) giving 30 single-resolution 3D SPECT-MR registration experiments.  

 

The Average Absolute Rotational and Translational Errors computed at each resolution 

are shown in Table 31. As expected, the best accuracy is obtained at full resolution with 

an AARE of 0.65 deg and AATE of 0.60mm. Only for quarter resolution  the errors 

exceeded 1 deg and 1mm.  

 

Table 32 gives the Relative Average Processing Time for each resolution. It is computed 

by defining as To  the time taken by the processor for each iteration of the registration 

 Reference Image 

 Reslice Image   3D Geometric 
Transformations 

G(i) with i=1..10 

Registration   
  algorithm Registration 

Errors 

 T2 -MR Study 

SPECT  Study 
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algorithm at full resolution and by considering the iteration times at half and quarter 

resolutions  to be To/8 and To/64 respectively.  

 

Each entry of Table 37 is the average of the times computed for the 10 experiments. It 

can be seen that the ratio of the relative times computed for two consecutive resolution 

levels is close to 8. This result shows that the dynamic behavior of the algorithm, as 

measured by the number of iterations required for convergence, does not change with the 

resolution.   

 

 

Table 31:  Average Absolute Rotational and Translational Errors for the “10 

displacements” single-resolution SPECT-MR 3D registration experiments for 3 different 

resolutions: quarter, half, full.   

 

Resolution AARE  (degrees) AATE   (mm) 

Quarter 1.68 1.51 

Half 0.91 0.62   

Full 0.65 0.60 
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Table 32:  Relative Average Processing Time  for the “10 displacements” single-

resolution SPECT-MR 3D registration experiments for 3 different resolutions: quarter, 

half, full.   

 

Resolution APT/To 

Quarter 0.26 

Half 2.17 

Full 19.3 

 

 The “10 displacements” experiments were  repeated using the hierarchical form of the 

registration algorithm. The CONV parameter of the program, which defines the number 

of less-than-1-unit (degree or mm) iterations required for convergence of the 

transformation parameters (rotations and translations), was modified in order to achieve a 

compromise between processing time and accuracy. Three different forms of hierarchy 

were used:  

• The hier(2,2,2) form, where the value of CONV=2 was used at each resolution. 

This means that two less than 1deg or mm iterations are required for the iteration 

loop to converge at all three resolution levels per transformation parameter.  

• The hier(2,2,1) form, where the value of CONV=1 was used for the full resolution  

level. 2 less than 1 deg or mm iterations are required at quarter and half resolution 

and 1 at full resolution.  

• The hier(2,1,1) where the value of CONV=1 was used for resolutions half and 

full. . 2 less than 1 deg or mm iterations are required at quarter resolution and 1 at 

half and full resolution. 

 

Tables 3a-c give the AARE and AATE and the Relative Average Processing Time for 

each resolution for the 3 hierarchical forms. Each entry of tables 33-35 is the average of 

10 registration experiments.  
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Table 33: AARE, AATE and  Relative Average Processing Time  for the “10 

displacements” hierarchical SPECT-MR 3D registration experiments with the hier(2,1,1) 

scheme. 

  

Resolution AARE  (degrees) AATE   (mm) APT/To 

Quarter 1.68 1.51 0.26 

Half 1.22 0.73   0.9+0.26=1.16 

Full 0.94 0.46 7.3+1.16=8.46 

 

 

Table 34: AARE, AATE and  Relative Average Processing Time  for the “10 

displacement” hierarchical SPECT-MR 3D registration experiments with the hier(2,2,1) 

scheme. 

  

Resolution AARE  (degrees) AATE   (mm) APT/To 

Quarter 1.68 1.51 0.26 

Half 0.96 0.56   1.63+0.26=1.89 

Full 1.04 0.46 6.3+1.89=8.19 
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Table 35: AARE, AATE and  Relative Average Processing Time  for the “10 

displacement” hierarchical SPECT-MR 3D registration experiments with the hier(2,2,2) 

scheme. 

  

Resolution AARE  (degrees) AATE   (mm) APT/To 

Quarter 1.68 1.51 0.26 

Half 0.96 0.56   1.63+0.26=1.89 

Full 0.65 0.61 12.5+1.89=14.39 

 

 

 

Tables 33-35 show that the hierarchical implementation reduced the processing time. The 

scheme (2,2,1) reduced the processing time by a factor of (1-8.19/19.3)=57.5% compared 

to the single-resolution method. The full hierarchical scheme hier(2,2,2) had the same 

accuracy as the single-resolution  method while reducing the processing time by a factor 

of (1-14.39/19.3)=25.4%.  

 

6.2.2 3D CT-MR registration 

The  CT and  T2- MR  data   used,  were obtained through “The Whole Brain Atlas” web 

page of the Harvard Medical School.  The CT and MR studies came from a patient with 

acute stroke  and are provided registered at the whole Brain Atlas web site. The “10 

displacements” experimental protocol with the same  transformations  was used for the 

CT-MR experiments.  The T2-MR study was considered as the  reference study and the 

CT study was considered  as the reslice study. The brain area of the CT images was 

extracted using the Live Wire Tool of the 3DVIEWNIX software system and it was used 

as a mask in order to define the brain area in the T2-MR images. The CT study brain was 

then rotated and translated using the standard “10 displacements” transformation set and 

then registered to the reference MR study brain.  

 The hierarchical  registration algorithm forms hier(2,2,1) and hier(2,2,2) that gave 

respectively the best registration speed and accuracy during the SPECT-MR experiments 
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were tried. Tables 4a-b give the AARE and AATE and the Average Processing Time for 

each resolution for the 2 hierarchical forms. Each entry of tables 36-37 is the average of 

the 10 registration experiments.  

 

Table 36: AARE, AATE and  Relative Average Processing Time  for the “10 

displacement” hierarchical CT-MR 3D registration experiments with the hier(2,2,1) 

scheme. 

  

Resolution AARE  (degrees) AATE   (mm) APT/To 

Quarter 1.5 1.6 0.27 

Half 0.82 0.83   1.5+0.27=1.77 

Full 0.68 0.51 6+1.77=7.77 

 

 

Table 37: AARE, AATE and Relative Average Processing Time  for the “10 

displacement” hierarchical CT-MR 3D registration experiments with the hier(2,2,2) 

scheme. 

  

Resolution AARE  (degrees) AATE   (mm) APT/To 

Quarter 1.5 1.6 0.27 

Half 0.82 0.83   1.5+0.27=1.77 

Full 0.56 0.41 12+1.77=13.77 

 

 

Tables 36-37 show that the hier(2,2,2) form gives the best accuracy for both rotations 

(0.56 deg)  and translations (0.41 mm). Its processing time however, was almost double 

the time needed by the hier(2,2,1) form.   
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6.3 2D registration using 1D projections with reduced dimension images  

 

In this Section we will  present the 2D rigid registration experiments performed between 

medical images with non-overlapping segments. We cut (crop) the images at two 

different levels and register images with reduced dimension.  We use 1D binary 

projections and we adjust the projection limits according to the cropped image in order to 

perform accurate registration. We use the variance of the weighted ratio as a registration 

function which we have shown is able to register 2D and 3D images more accurately and 

robustly than mutual information methods. The function is computed explicitly for n=5 

Chebyshev points[5] in a [-9,+9] interval and it is approximated using Chebyshev 

polynomials for all other points. This iteration loop is the basic idea for all registration 

methods which are developed as part of this work.  In this context, the motivation is the 

need to produce a well engineered registration system of methods for 3D-3D rigid body 

registration (volume and projection based), 2D- 3D registration and non-rigid body 

registration.  

 

The images used are MR scans of the head. We crop one of the two scans at two different 

levels and we perform registration experiments of the full scan which is T2 weighted to 

the cropped scans which are proton density. We cut the noise using  thresholding and a 

threshold of 40. The images show in figure 21.  

 

Fig. 21. Left (a): The reslice T2 weighted image. Middle(b): The reference image cut at a 

ydim=156/256. Right (c): The reference image cut at a ydim=128/256.  

 

The registration function used is the variance of the weighted ratio. This function was 

first defined for the volume and area based registration [131,132,140]. We compute the 

(a) (b) (c) 
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voxel per voxel ratio of the two images and we set the ratios between signal and 

background voxels to a standard high value. Then we compute the variance of the ratios 

over the union of the non-background areas or volumes of the two images. We minimize 

this function with a Chebyshev polynomial approximation based iteration  loop. We have 

used this method for 3D-3D volume based registration and showed the advantage of 

being accurate and robust. [132] The method is also able to register 3D medical images 

using 2D binary projections with greater accuracy and robustness compared to Mutual 

Information and Normalized Mutual Information methods. It also performs better than 

Mutual Information methods for 2D registration using 1D binary projections.  

 

The 2D registration method using 1D projections and cropped images works in the 

following way: 

 

After preprocessing, the contour pixels of the two images are projected along the x- and 

y-axes giving two sets of x- and y-projections. They are then rotated by θ degrees and 

projected onto the x-axis giving a set of θ degree projections. The projection of the reslice 

image is part of the iteration loop whereas the projection of the reference image is 

performed only once. Projections are incorporated into the geometric transformation 

function. The minimum and maximum values of x- and y-coordinates of the nonzero 

pixels of the geometrically transformed data set are computed and the 1D projections are 

created by padding the in-between ranges [xmin, xmax], [ymin, ymax], [xθmin, xθmax] 

with a standard non-zero value. The projections have double the dimension of the image 

in order to cope with the out-of-the-imaging area rotations and translations. For 

registration of translations the sum of x- and y-projections is used whereas for the 

registration of the xy-plane rotation the θ degree projections are used. The registration 

function is the 1D equivalent of the volume based definition given above. The way that 

we compute the projections allows us to avoid the use of interpolation within the 

geometric transformations. Instead of interpolation a computation of minimum and 

maximum x- and y-dimensions is performed.   
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The cropped  image is defined as the reference image. The other image is aligned to the 

reference and is referred to as the reslice image because in the 3D registration case it has 

to be resliced after alignment   

 

The main iteration loop is entered and one of the N=3 geometric transformation 

parameters is adjusted with each iteration.  

 

For this parameter the reslice image is transformed at n=5 Chebyshev points in the 

transformation units interval [-A, +A] and for these points the registration function is 

computed explicitly. The transformation units are degrees for rotations and pixels for 

translations. The approximated function has a point of minimum which is considered as 

the adjustment value of the geometric transformation parameter. Using this value, the 

reslice image is transformed.   

 

The adjustment values computed for each transformation parameter in different iterations 

are summed to give the final adjustment value. Convergence for a transformation 

parameter is achieved when two iterations which adjust this transformation parameter 

give adjustment values less than one transformation unit. 

 

It is clear from the above that the value of θ which registers the 2D rotation is a parameter 

of the algorithm. Extensive experiments showed that the value is not steady for all initial 

transformations and should be varied and the registration results compared in order to get 

the best registration result. The range of the variation of this angle used for the results in 

this report is 40 to 50 degrees for the usual orientation of the reference image which is 

parallel to the y-axis. If the reference image is significantly rotated relative to the y-axis, 

then a measurement of the angle of the rotation of the axis of symmetry of the image is 

performed and the θ range is adjusted accordingly.  

 

Eleven angles in the range 40-50deg separated by one degree (40, 41, 42,…,50)  are used 

to evaluate the best θ.   
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The algorithm used is: 

 

Algorithm 1: 2D image registration using binary projections and repetitive execution 

 

For θ = 40,50 degs with step 1deg 

    Step 1 : Define A (cut image) as reference image and B as reslice image 

    Step 2:  Compute x,y and θ deg projections for A 

    For each of xy rotation, x translation, y translation:  

               Step 3 : Transform B at n Chebyshev points positions. 

               Step 4 : For each Chebyshev point:  

                                              compute x , y and θ deg projection of B 

                                              compute the registration function in the common cut area. 

                           End For (Chebyshev Points) 

               Step 5 : Approximate using Chebyshev polynomials and compute the point of 

minimum   

              Step 6 : Adjust reslice image to the point of minimum 

              Step 7 : With 2 less than one adjustments per transformation exit.  

     End For (transformations) 

End For θ 

Choose the best registration of all thetas.  
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From the beginning of this registration related work the evaluation of the accuracy is 

performed using a standard set of geometric transformation parameters. We de-register 

the reslice image and we bring it back into register using the registration algorithm. For 

volume based registration we have found that the method converges to the correct 

registration position with average accuracy of 0.36mms for translations and 0.36degrees 

for rotations. For 3D-3D rigid registration using 2D binary projections the method 

converges to the correct registration position with an accuracy of 0.27mms for 

translations and 0.24 degrees for rotations. The method has the ability to converge always 

to the correct position without suffering from local minima and it is more accurate than 

Mutual Information and Normalized Mutual Information methods. [47,6,13] For 2D 

registration using 1D binary projections and full images the method has an average 

accuracy of 0.46mms for translations and 0.32 degrees for rotations. It still does not 

converge to local minima and is more accurate than Mutual Information methods.  

 

In this section we use a standard set of 10 2D rigid transformations for the evaluation of 

the accuracy. The limits of the transformations are -10 deg to +10 degs for rotations and -

10 pixels to +10 pixels for translations. The set of transformations are shown in Table 38.   
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 Table 38.  Standard set of 10 2D rigid transformations 

Transf # XY rotation(degrees) X 

translation(pix

els) 

Y 

translation(pix

els) 

1 7.35 2.35 1.44 

2 -5.14 8.77 7.33 

3 -8.67 -2.44 -2.66 

4 8.33 7.11 -3.75 

5 -0.95 -1.63 -3.14 

6 -9.14 -9.21 8.42 

7 -5.85 -6.87 -8.05 

8 2.24 -3.92 5.63 

9 -3.6 0.45 -2.97 

10 4.1 9.23 8.05 

 

  

After the image is de-registered  we perform 11 registration experiments and we visually 

compare the final results in order to choose the most accurate one. This can also be done 

with the use of the full area criterion with the registered images. Table 39 gives an 

example of the results for all thetas for transformation # 1 and with the ydim=156.  
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Table 39.  Example of choice of the θ (projection angle) which registers accurately the 

images with ydim=156.(transformation #1) 

θ (degrees) XY rotation           

error(degrees) 

X translation 

error(pixels) 

Y translation 

error(pixels) 

40 -0.27 -0.06 -0.19 

41 0.57 1 0.20 

42 0.32 0.83 0.31 

43 -2.4 -0.74 0.25 

44 0.65 0.83 0.25 

45 -0.49 0.6 0.25 

46 -0.27 0.43 -0.24 

47 0.93 0.88 -0.02 

48 -2.43 -0.74 0.25 

49 0.99 1.11 0.14 

50 -0.6 0.38 0.25 

 

Based on this result we chose the value of θ=40 to be the most accurate.  

With more reduced value of ydim=128 the errors increase for all thetas. Table 40 gives an 

example of the results for all thetas for ydim=128 and transformation #1.  
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Table 40.  Example of choice of the θ (projection angle) which registers accurately the 

images with ydim=128.(transformation #1) 

θ (degrees) XY rotation           

error(degrees) 

X translation 

error(pixels) 

Y translation 

error(pixels) 

40 -0.55 1.22 0.03 

41 0.45 2.23 0.03 

42 -0.13 2.4 -0.24 

43 -0.27 1.61 -0.3 

44 0.26 2.01 0.03 

45 0.13 2.4 -0.24 

46 -0.07 2.01 -0.07 

47 -0.44 1.95 0.14 

48 -1 1.33 -0.13 

49 -0.27 1.67 -0.24 

50 0.54 2.57 0.25 

 

Based on these results we chose the value of θ=40 for the correct result.  

 

We perform the above experiments repetitively for all transformations. Tables 41 and 42 

show the results for each transformation for ydim=156 and ydim=128 respectively. We 

get average rotational accuracy 0.3degrees and average translational accuracy 0.2pixels 

for ydim=156. For ydim=128 we get average rotational accuracy 0.69degrees and 

average translational accuracy 0.59pixels.  
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Table 41.  Errors for ydim=156 

Transf # XY rotation(degrees) X 

translation(pix

els) 

Y 

translation(pix

els) 

1 -0.27 -0.06 -0.19 

2 -0.24 0.05 0.07 

3 -0.63 0.09 -0.12 

4 -0.67 -0.09 -0.09 

5 0.2 0.39 0.23 

6 0.28 0.35 -0.01 

7 0.22 0.44 0.21 

8 -0.06 0.58 -0.05 

9 -0.5 0.22 -0.04 

10 -0.00 0.51 0.23 
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Table 42.  Errors for ydim=128 

Transf # XY rotation(degrees) X 

translation(pix

els) 

Y 

translation(pix

els) 

1 -0.55 1.22 0.03 

2 -0.24 0.05 0.07 

3 -0.68 1.32 -0.12 

4 -0.67 1.42 -0.09 

5 -0.97 1.18 -0.10 

6 -0.67 1.19 -0.01 

7 -1.35 0.89 0.05 

8 -0.57 1.31 0.00 

9 0.39 1.12 0.01 

10 -0.79 1.41 0.23 

 

 

We run the experiments on a High Performance Computing server iceberg which is the 

Sheffield node of the White Rose Computing Grid. Iceberg has 96 Sun X2200 nodes. We 

use one node which has 4 cores and 16 Gbytes of RAM. The processing time per 

experiment per θ is between 0.3 and 1 sec.  

 

6.4  Non-rigid body registration 

Another aspect of our method that needs to be investigated in the future is how well it can 

perform non-rigid body registration.  The non-rigid body registration algorithm has been 

presented in Chapter 4.  

For non-rigid registration the 2D form of the method has been implemented.  The MR 

scan was transformed using the local geometric transformation model and then registered 

using  the method. 
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Figure 22 shows  an example of the non-rigid registration experiment. The warped image 

symbolizes the crisis due to color incompatibilities. The white warped image reduces to 

the level the surface matches the shape of the head.  The result is after 15 iterations per 

parameter of the registration algorithm but close results have been obtained after the 9th 

iteration.  

                   

  

Fig.22 Top row: Reference image, Second row left: Reslice image before registration, 

Second row right: zero-areas of non-overlap after registration. 

 

 

6.5 2d-3d registration  

For 2d/3d registration the following algorithm is proposed: 

- The surface points of the preoperative 3D volume are segmented and projected onto 

the fluoroscopic plane. 

- The vertebrae areas of the X ray images are also segmented. 

- The projected points are matched to the 2d areas iteratively using the Chebyshev 

polynomial based iteration loop. 
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Literature Information for the application of the algorithm in the future  can be found in  

[24, 145,146,147,148,149,150,151,152]. 

 

6.5.1. 2D/3D Registration System using free head motion  

We will present a demo in order to show a 3D medical imaging tool for manipulation 

of stereo and 3D medical images included in the European Project Panorama. The 

main tool that will be presented is a head tracker for manipulation of 3D medical 

images in mono or stereo mode that can be used by a surgeant or physician to take in a 

HANDS – FREE  way different mono or stereo views of volumetric medical image 

data. The main media used during the demonstration were the following: 

2 Silicon Graphics Workstations  

1 SGI camera  

An Intel PC 

The 3D Viewnix Medical Image Processing Software running on both of the SGIs 

3D MRI and CT medical images of the head.  

 

Tools to be presented 

Two different kind of tools will be presented. The tools created by the Medical Image 

Processing Group of the University of Pennsylvania [32] are being distributed with the 

3D Viewnix Medical Image Processing Software System and also the tools for stereo 

and 3D medical image processing written at the Information Processing Laboratory 

and incorporated in the 3DViewnix System using the X- Windows based libraries 

provided by MIPG. A short description of the tools presented follows: (for tools 

provided by the MIPG some of the images and text are based on the 3DViewnix 

tutorial and user manual).  

A1. Standard 3D Viewnix Tools 

A1.1 Input raw medical image data using the EASYHEADER module.  
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The simplest way to import data into 3dviewnix is by using the EasyHeader module. 

This can be accessed by PORT-DATA ->IN->EasyHeader. Easy Header would allow 

you to generate a 3dviewnix gray data file interactively. Easy Header allows the user 

to read a series of 3D medical image scans which are saved in raw format and by 

providing manually the necessary information to create 3D Viewnix – compatible 

medical image volumes. When running Easy Header you will see the following fields 

(figure 23 ) that you have to set in the image window.  

 

 

 

Figure 23: Fields of the 3D Viewnix Easy Header module that can be used to read 

serial medical studies in raw format.  

 

A1.2. Surface rendering creation using Scene Operation – Segment – Threshold 

The volume file created with Easy Header can be turned into a 3DViewnix compatible 

surface file using the Preprocess operation- Threshold that performs interactive 

thresholding of the histogram for the slices of the 3D volume and saves the output in a 
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surface rendering compatible format. 

 

 

Figure 24 : Main window of the thresholding operation. The user is able to select 

interactively the areas of the histogram that are to be included in the surface rendering.  

 

The visualization of the data can be done using the Manipulate – Move command 

which allows the user to see the surface he generated:  

 

 

 

Figure 25: Surface rendering of a knee- joint.  
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 6.5.1.1 Select slice tool  

 

This tool allows the user to select with the cursor a slice at an arbitrary angle from a 

medical image volume using the surface rendering of the medical image data. The 

screen of interactively selecting the MR data along the desired direction shows in the 

following figure. The volume was originally created using axial t2-weighted MR data. 

(Provided by the Department of Radiology of The Cleveland Clinic Foundation).  

 

 

 

 

Figure 26: Select slice operation through the MR brain. The rendering was originally 

created using axial MR images.  

 

 6.5.1.2 Cut object tool  

 

The cut object tool allows the user to separate a 3D object by guiding with the cursor a 

planar surface. In this way he is able to examine the inner structures. The following 

figure shows a surface rendering of a part of the skull of a patient with the stereotactic 

mask affixed rigidly on his skull. The screws used for fixation were separated from the 
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skull. The original data are axial CT images. (Provided by the Department of 

Radiology of The Cleveland Clinic Foundation).  

 

 

 

Figure 27: Cut Object tool used to separate and render a skull rendering created from 

stereotactic surgery CT data.  

 

6.5.1.3 Move object tool 

 

The move object tool exists in the standard configuration of the 3DViewnix and allows 

the user to rotate and translate 3D objects using the cursor. In this work we rotate the 

cursor with the motion of the head of the viewer. The following figure shows a rotated 

surface rendering of the brain using the cursor. (Original T2 MR images provided by 

the Department of Radiology of The Cleveland Clinic Foundation).  
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Figure 28: Surface rendering of an MR brain rotated at 2 different angles.  

 

A2. Tools created and incorporated into 3D Viewnix 

The tools allowed the user of the 3DViewnix system to perform some of the basic 

operations of 3DViewnix in a HANDS-FREE way by using the motion of the user’s 

head as it is captured by a standard SGI camera. Additionally they extended the 

abilities of 3DViewnix by making it able to deal with stereoscopic 3D medical images. 

These tools are: 

 

6.5.1.4 Head tracking rotation of 3D medical images 

 

This tool allows the rotation of 3D medical objects using the motion of the head as it is 

captured by an SGI-camera. The algorithm uses a color segmentation scheme to 

identify the position of the viewer’s head as it is captured by the SGI camera. The 

rotation of the 3D objects is then performed according to this position instead of the 

position of the cursor. The user enters the HANDS-FREE mode by pressing the 

HEAD-ON button in the button panel. When the user is in the HANDS-FREE mode , 

he is able to manipulate the 3D object using only his head. The user exits the HANDS 

– FREE  mode by a simple motion of the mouse. The user is able to adjust 

interactively the SPEED of  the rotation of the object related to the motion of the head 
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(in order to be able to view smaller or greater  3D rotations using the same head 

motion). He is also able to MAGNIFY the rendering in order to examine smaller 

details. The following figures show the HEAD-TRACKING button panel, the SPEED 

control, and the details of a magnified rendering.  

  

Figure 29: Head-tracking button panel 

 

 

 

 

 

Figure 30 : Speed control for the head – tracking 
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Figure 31: Use the Magnify operation in-order to view details of images.  

 

6.5.1.5 Head tracking in Stereo Mode 

The user is able to enter in the stereo mode by pressing the STEREO-ON button of the 

HEAD – TRACKING  button panel (see figure above). Then by pressing the HEAD-

ON button he is able to enter the HANDS FREE  mode and manipulate the 3D stereo 

objects with the motion of his head. By using a pair of shutter stereoscopic glasses that 

communicate with a polarized beam combiner the user is able to view the stereo 

renderings. The same manipulation of stereo renderings can be done also with the 

cursor. The SPEED, MAGNIFY, and  ROTATE options work in the STEREO mode 

also.    

Description of the medical renderings : Three renderings of medical images were used. 

2 renderings created using medical images provided by The Department of Radiology 

of The Cleveland Clinic Foundation and 1 standard 3DViewnix rendering. These 

renderings are shown in the following figures: the first is the rendering of a 3D brain 

created by T2 – weighted axial MR images with xy-lane resolution 3mm. The third is 

the rendering of a skull provided with the 3DViewnix software system . 
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Figure 32: Surface rendering of a brain created by axial T2-weighted MR images.  

 

 

 

 

Figure 33: Surface rendering of a skull during stereotactic surgery.  
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Figure 34: Surface rendering of a skull. (Included in the 3D Viewnix Package of 

Medical Image Processing Group University of Pennsylvania).  

 

6.6. Conclusions  

We have presented an algorithm for two-dimensional registration of musculoskeletal 

radiographic examinations. The technique determines a best match of bone anatomy by 

rotating and translating portions of digitized radiographs. To align the two images the 

algorithm iteratively minimizes the variance of the weighted ratio of the two images. 

Ratios between signal and background pixels are amplified using an amplifier on the ratio 

image. Digitized x-rays of foot and knee phantoms were used to determine if this method 

could align bone structures taken in different degrees of rotation and translation. Clinical 

examples of spinal fusion were used to compare this new automated method and 

traditional manual methods. 

We have also presented the application of  a new automated feature-based method for the 

solution of the problem of cross-modality rigid registration of medical images. The 

method uses a Chebyshev polynomial approximation-based iteration loop to minimize a 

novel registration function which is defined as the mean-squared value of the weighted 
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voxel-per-voxel mean ratio of the two images. Weighting is performed by setting the 

ratios between signal and background voxels to a standard high value. We used T2-

weighted MR, SPECT and CT image studies of the head and performed 80 three-

dimensional registration experiments in order to evaluate the accuracy of the method for 

cross-modality registration and also to test the performance of the hierarchical form of 

the algorithm. We found that the average error for SPECT to MR registration  is 0.65 deg 

for rotations and 0.6mm for translations. For CT to MR registration the average errors are 

respectively 0.56deg and 0.41mm.  

 

The dynamic behavior of the algorithm, as measured by the number of iterations taken 

for convergence, is not affected by the change in resolution. The hierarchical 

implementation improves the speed of the registration procedure by an average gain 

which is dependent on the hierarchical form used. The hier(2,2,2) form, which requires 

for convergence two iterations with adjustment values less than 1 transformation unit at 

all three resolution levels (quarter, half, full), retains the accuracy of the single-resolution 

method while improving the registration speed by 25.4 percent. The hier(2,2,1) form, 

which requires for convergence two less-than-1-unit iterations for quarter and half 

resolution and 1 less-than-1-unit iteration for full resolution, increased the registration 

speed by an average 57.5 percent.   

 

In addition to providing excellent results, the proposed method is advantageous compared 

to cross-correlation techniques because it is independent of  signal intensity distributions. 

It is also advantageous compared  to least-squares based surface matching techniques 

because of its good behavior at lower resolutions and its tendency to avoid being trapped 

to local minima. 

 

We have also presented a technique for registration of 2D reduced dimension (cut) 

images using 1D binary projections. The registration uses the variance of the weighted 

ratio as a registration function and achieves registration by minimizing this function using 

a Chebyshev polynomial based iteration loop. We avoid the use of interpolation with the 
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use of a  geometric transformation routine which does not incorporate interpolation. 

Instead we compute the minima and maxima of the transformed images along the lines of 

projections and we pad the in between values in order to compute the projections.   

 

We have applied the method for the registration of cropped images. The modification 

with the use of cropped images is that we always use the cropped image as a reference 

and we limit the computation of the registration function based on the projections of the 

cropped image. In order to achieve acceptable accuracy we modify the projection angle θ 

between 11 values (40,41,42,…,50) we execute the program repetitively and we choose 

the most accurate result.  

 

For the testing of the method we cut the reference image at two levels along y-dimension, 

at ydim=156 and ydim=128. We get accuracy better than 0.5degrees and 0.5pixels for 

ydim=156. The accuracy decreases for ydim=128.  

 

We have also programmed a system for 2D/3D registration based on the image 

processing for video images of the forehead moving freely for 2D images and the Open 

GL interface with the 3DViewnix environment for connection with the 3D data.  The 

method has been implemented in stereo mode.  
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CHAPTER VII 

CONCLUSIONS AND FUTURE WORK 

 

We have presented the main characteristics of the method for registration of 2D and 3D 

images rigidly using binary areas, volumes and projections . The method is independed  to 

signal intensity methods and it is able to perform multimodality image registration. 

Compared to surface fitting methods the method is not affected by noise which allows an 

implementation with the incorporation of the 2D projection algorithm into a surface fitting 

registration scheme. The registration function works with non rigid giving a unique 

solution for small areas of local effect. Compared to Mutual Information methods for rigid 

registration the method has been shown not to be affected by misregistrations caused by 

local minima and to be able to maintain an accuracy of better than 0,5 degrees and 0,5 

pixels. The method has also been shown to not be affected by resolution. For registration 

using linear projections the method uses minimal interpolation.  The main points regarding 

the method that have been made in this thesis will be discussed in this chapter.  

 

7.1 Introduction  

In the field of digital image processing image registration is the process of using electronic 

hardware to geometrically align two images so that corresponding voxels/pixels can be 

superimposed on each other. With image registration methods , image processing methods 

which performe thresholding, segmentation, fuzzy classification, geometrical 

transformation in rigid and non rigid form have been developed. The speed of the image 

registration algorithm is related to the shape and volume of the object to be registered. 

Square objects are registered faster than the Mutual Information methods whereas the 

speed of medical image of the head registration is comparable to Mutual Information 

methods. In the medical  field, image registration is used for diagnostic purposes when 

images of the same anatomical structure must be superimposed on each other. Registration 

methods have been developed which are used for combining computer tomography (CT) 
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and magnetic resonance imaging data to obtain more complete information about the 

patient , for monitoring tumor growth, for treatment verification, for comparison of the 

patient’s data with anatomic atlases. The image registration methods can be divided into 

rigid and non rigid . Rigid techniques adgust for rotations and translations only (six 

parameters for the 3D case) . This is the case with rigid brain scans. Non – rigid 

techniques assume a nonlinear transformation model and can adjust for image warping.  

We have presented the steps of the algorithm which show that it belongs to Feature based 

methods. Feature based methods use the anatomic information inherent in the two image 

data sets. These techniques follow a general methodology with four steps: 

a) extraction of features in each image 

b) pairing of these features  

c) choice of the geometric transformation and estimation of its parameters 

d) application of this transformation.  

 

2D/3D registration is a special case of registration which is of particular interest to 

surgeons. We presented a literature review of the methods used for 2D/3D registration. In 

chapter 6 we presented a technique to interface the 2D image processing algorithms with a 

3D software package. With the help of 2D/3D registration methods surgical robots may be 

programmed using pre-surgical 3D dataset and a set of intraoperative fluoroscopic X-Ray 

image . In this way there is no need for fiducial markers.   

 

The non rigid registration approach deals with the warping met in images and cannot be 

faced with the translational and rotational adjustment of the rigid case. The methods are 

divided into parametric and non parametric. We presented a parametric technique for 

registration of warped binary images of the head.  
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We have addressed different forms of the registration problem with the common logic of 

using the minimal information of the binary images. The main registration feature is the 

contour or the surface and for this reason we present the results in 3D with surface 

renderings. We have presented in these chapters several points which are considered novel 

in the field of medical image registration.  

 

7.2 Novelty of the approach 

We introduced a registration function , the weighted variance of the ratio and were able to 

make it work with areas and volumes from MR , Xray, Spect, CT images  with 1 

dimensional lines of projections  and with small local areas for non rigid registration of 

binary images. The algorithm for minimization of the registration of the registration 

function is able to overcome local minima and it is working similar to Powell and 

simulated annealing methods. Starting with the idea of exploiting with wavelets the 

signal area  information in compressed images which was presented in RSNA 1994 we 

have developed classification and segmentation schemes like the hierarchical fuzzy k –

means to exploit the areas with greater information content. The convergence of the 

algorithm in some type of problems is faster than the Mutual Information methods. The 

accuracy with the use of projections is better than the Mutual Information methods. We 

have used reduced dimension images and also with the deterioration in resolution we 

maintained the accuracy. The volume based 3D registration method works efficiently 

with the presence of noise. The area based technique has been applied for rigid and for 

non rigid local registration. Compared to principal axes the method is accurate for the 

medical images of the head using the 1D projections and very fast for square objects 

since only x and y projections are used. The accuracy of the method for rigid registration 

is below 0,5 degrees and 0,5 voxels.  
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7.3 Theoretical aspects of literature in image registration  

Medical image registration literature focuses on the solution of a wide range of problems 

for the solution to be applied for 2D-3D, rigid , non rigid image registration. We have 

presented the main categories of feature based techniques.  

 

Correlation methods register medical images by maximizing a similarity or minimizing a 

disparity criterion between images. The similarity or disparity criterion used is signal 

intensity based , and it is maximized or minimized iteratively. The methods that are based 

on correlative criteria is an active research field.   The cross correlation techniques use 

signal intensities have been reported to work well with monomodality image registration 

but the have recently incorporated in the solution of 2D to 3D registration, rigid and non 

rigid problems. The errors reported are less than 0,74degrees and 1mm. The ratio image 

uniformity criterion was introduced by Woods et al [35,36]. To align the two images , the 

algorithm calculates the ratio of one image to the other on a voxel per voxel basis and 

then iteratively minimizes the variance of this ratio. The method is based on the ideal 

assumption that in the case that the images are registered, the values of the voxels in one 

image , can result by multiplying the voxels in the other image with a constant 

multiplicative factor.  

 

 Surface matching methods register images by using the anatomic surface models of the 

two images. The surface matching methods have a high degree of sophistication but due 

to the sensitivity to noise they have been reported to work as preprocessing step to signal 

intensity based methods.  

 

The principal axes transformation is known from the theory of rigid bodies. A rigid body 

may be located using the position of the center of its mass and the orientation of its 

principal axes with respect to its center of mass. The principal axes method is simple and 

fast and for this reason the are presented as a method of reference. They also have the 
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characteristic of using axes as means of registration which is similar with the 1D 

projections used for the 2D registration in this thesis.  

 

The Mutual Information is a measure of registration based on Entropy. Mutual 

Information is based on the fact that when two images are registered the joint histogram 

shows clusters of overlapping similar intensities with sharp edges. The Mutual 

Information method is in the general class of probabilistic models based methods and are 

used for rigid, non rigid and 2D to 3D registration. They have been implemented in 

parallel for non rigid registration.  

 

7.4 Algorithm and experimental results for registration using areas and 

volumes  

The subject of this thesis is the development of a novel iterative method for two and three 

dimensional image registration. The processing steps of the method use a fuzzy c-means 

classification algorithm, a trilinear interpolation routine, a thresholding routine, and an 

iteration loop based on Chebyshev’s approximation theory. For the application of fuzzy 

c-means in this thesis an hierarchical form of the algorithm has been programmed. In 

order to create the cubic voxel intensities we programmed a trilinear interpolation 

routine. Thresholding is performed with the use of the centroids of the clusters computed 

by the fuzzy c-means classification. We programmed a novel iteration loop which works 

like the Powell method and also deregisters and and brings back orderly the images using 

the Chebyshev polynomials in a similar way to simulated annealing theoretical paradigm.  

  

Using the algorithm for image  registration , a total of 200 two dimensional experiments 

for alignment of a T2 to a T1 axial MR scan were performed. A standard experimental 

protocol with standard geometric transformations with a wide range of values was 

developed for the evaluation of the method. The three dimensional registration accuracy 

of the method was tested with a total of 240 three dimensional registration experiments. 

A protocol for the three dimensional experiments also includes a standard set of 

transformations with wide range of values in the 3D space.  
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We have presented the main characteristics of the method for registration experiments of 

2D and 3D images rigidly using binary areas and volumes. We have chosen 

experimentally the number of Chebyshev points for 2D and 3D registration. We 

presented the registration function curves as they are extrapolated per iteration. We 

performed worst case registration analysis and we showed that the error is within the 1 

degree and 1 voxel and below 0,5 degrees and 0,5 voxels on average. When an even 

number of Chebyshev points is used we apply the maximum iteration rule to define the 

final error which oscilates around the correct registration position. We described the main 

registration procedure as it was implemented in the department of Musculoskeletal 

Radiology of The Cleveland Clinic Foundation. We used surface renderings to present 

the final results of the correct registration position. We compared half with full resolution 

and we found out that the method works adequately in half resolution experiments 

compared to full resolution ones. We performed 2D non rigid body experiments and we 

showed that the method works locally with large elastic deformations of binary images.  

 

The method has the advantage compared  to signal intensity methods that it is able to 

perform multimodality image registration. Compared to surface fitting methods the 

method is not affected by noise which allows the incorporation of the 2D projection 

algorithm into a surface fitting registration scheme. The registration function works with 

non rigid giving a unique solution for small areas of local effect. Compared to Mutual 

Information methods for rigid registration the method has been shown not to be affected 

by misregistrations caused by local minima and to be able to maintain an accuracy of 

better than 0,5 degrees and 0,5 pixels. The method has also been shown to not be affected 

by resolution.  

 

7.5 Algorithm and experimental results for registration using 1d and 2d 

projections 

A new robust method for 2D and 3D rigid registration using binary projections was 

developed and tested using MR scans of the head.  
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For the 2D case the accuracy of the method is better than 1degree and 1 pixel. In most 

cases the error is less than 0.5 deg and 0.5 pixels. The preprocessing of the images must 

be careful not to produce non-registrable areas in the contours to be registered (avoid for 

example repetitive median filtering in one of the two images). No interpolation is 

necessary for 2D registration with the use of binary projections. The registration function 

is not dependent on signal intensity distributions. The method is directly applicable to 

binary images and contours. The method is fast with a typical time of 1-2sec running on 

an HP A6240 Intel Quad Core 2,4GHz PC with 2GByte ram.  

 

The first results of a 3D projection based method have been given in this report. The 

accuracy of the method is better than 0.5 degrees for rotations and 0.5 voxels for 

translations. Compared to the full volume method  the method takes more steps to 

converge towards the correct registration position but remains as accurate. Minimal 

preprocessing of the images prior to registration is needed. The method is  more accurate 

and robust than standard MI methods. It converges to stable final positions independent 

of the initial misregistration.  

 

7.6 Future work  

Future work may include the following plans: 

• 3D registration using 1D binary projections. We can use very few contour points 

in order to register the 3D images using the 1D projections.  

• Production of a journal paper with reduced dimension images. We can experiment 

with curved cuts in order to register the images.  

• Application of the non rigid registration method on the joint histogram. We can 

apply the registration function on the joint histogram in order to perform non rigid 

registration.  

• 2D/3D  application based on the 3D registration using 2D binary projections. We 

can use an international set database [24] in order to perform 2D/3D registration.  
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• Evaluation of the parallel performance of the algorithm as the algorithm scales 

from Chebyshev points to 1d projections. The algorithm shows tolerable 

scalability with the increase of the processors but further studies are needed for 

evaluation of the parallel performance of the method.  

• Creation of a system which includes compression, segmentation, surface 

rendering , 2d and 3d registration. This requires GUI based programming for 

incorporation of the algorithms.  
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